TrailSense: A Crowdsensing System for Detecting Risky Mountain Trail Segments with Walking Pattern Analysis
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Trail surface information is critical in preventing from the mountain accidents such as falls and slips. In this paper, we propose a new mobile crowdsensing system that automatically infers whether trail segments are risky to climb by using sensor data collected from multiple hikers’ smartphones. We extract cyclic gait-based features from walking motion data to train machine learning models, and multiple hikers’ results are then aggregated for robust classification. We evaluate our system with two real-world datasets. First, we collected data from 14 climbers for a mountain trail which includes 13 risky segments. The average accuracy of individuals is approximately 80%, but after clustering the results, our system can accurately identify all the risky segments. We then collected an additional dataset from five climbers in two different mountain trails, which have 10 risky segments in total. Our results show that the model trained in one trail can be used to accurately identify all the risky segments in the other trail, which documents the generalizability of our system.
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1 INTRODUCTION
Mountain climbing is a popular outdoor leisure activity. In the United States, for example, the number of mountain climbers has reached 4.5 million and has grown 16 percent over three years (2014–2016) [43]. However, climbing can sometimes lead to serious accidents. According to the American Alpine Club, there were 150 climbing accidents in the United States, excluding minor accidents, and the number of casualties was 120 in 2013. They found that the major causes of accidents were falling and slipping over rocks and ice. Similarly, according to the Korea Ministry of Public Safety and Security, the number of mountaineering accidents increased from 3,088 in 2010 to 7,442 in 2014, an increase of 140% over five years [42]. It was also reported that the main cause of mountain accidents is a fall or loss of footing, which is very similar to the results of the American Alpine Club.
survey. This clearly documents that the information about risky trail surfaces is critical to prevent major climbing accidents.

Thus far, manual inspection is commonly used to collect surface information. However, it is known that manual inspection is a very slow, costly process. For example, starting in 2007, Korea’s National Forest Service has spent about 240 million USD over a 10-year period to collect mountain trail information and trail information services [12]. Furthermore, it is very difficult to thoroughly examine every possible route and to update new routes in a timely fashion—as time passes, existing trails disappear, and new trails emerge. For these reasons, only the surface condition information of highly popular trails is currently maintained; this means that we do not have any information about the most of the trails.

In this study, we proposed a mobile crowdsensing system that collects sensor data from the crowd and uses machine learning algorithms to automatically label whether trail segments are risky. This method can be easily embedded into a mountain trekking app that many hikers have already been using, and it requires minimal user involvements—simply turning-on the trekking app is sufficient. Our crowdsensing approach can reduce time and cost, increase trail coverage, and maintain up-to-date trail information.

Our work was inspired by recent urban road surface monitoring studies where motion sensors were used for detecting defects on pavement [11]. Given that most mountain trails are not accessible to vehicles, we consider humans as vehicles for trail surface monitoring. Our intuition is that climbers gait patterns would be significantly different when climbers pass through risky trail segments. Another closely related domain is the walkability studies of urban roads in which gait patterns are analyzed to infer typical urban surface conditions such as the presence of staircases and grass fields [60–62]. To the best of our knowledge, none of the prior studies examined mountain trails whose characteristics are very different from urban roads (e.g., high level of curviness and diverse types of obstacles). Our work is the first of its kind that analyzes walking patterns over mountain trails and proposes to infer risky trail segments by leveraging crowdsensing.

Our system analyzes gait patterns using smartphone sensor data. In particular, we analyze the cyclic nature of gait patterns to train machine learning models to infer whether a user passes through a risky trail segment. Wavelet-based features were extracted from the gait cycle. Specifically, we extracted the features of the gait from accelerometer signal data using a wavelet function called Daubechies 2. Next, the one-class support vector machine (SVM) was trained for detecting abnormal gait patterns. We addressed heterogeneity of walking behaviors by introducing an individualized learning model. We then used a window method to handle gait-level classification errors and a clustering method to aggregate the results from multiple users.

The main contributions of this work can be summarized as follows: (1) we tackled a novel problem by automatically inferring the surface conditions of mountain trails; (2) we proposed a mobile crowdsensing approach of building a crowdsourced safety map that can maintain up-to-date information at a much lower cost than existing methods; (3) we proposed a novel approach for monitoring trail surfaces by leveraging unique characteristics of walking behaviors (i.e., cyclic gait features for machine learning); and (4) we validated our approaches with two real-world datasets from different mountain trails (n=14, n=5) and released these datasets to the research community (https://zenodo.org/record/826818#WWd4aLQmiEE).

2 RELATED WORK

We first provide an overview of mobile crowdsensing (MCS), a key concept of our mountain trail surface monitoring system. In addition, we surveyed the prior studies on road surface monitoring and walking pattern classification.

2.1 Mobile crowdsensing

Our work belongs to a body of recent research on mobile crowdsensing (MCS) [13], a distributed sensing paradigm where a large group of individuals collectively share data collected from their mobile devices in order to extract
information of common interest (e.g., identifying true colors of products with collective intelligence [24]). It refers to an extensive range of community sensing approaches, from participatory sensing [3] to opportunistic sensing [27]. Participatory sensing requires individuals to be involved in contributing sensor data (e.g., taking a photo/video), while opportunistic sensing requires minimal user involvement and collects sensor data autonomously (e.g., continuous sampling of user location data without any action by the user). In particular, MCS enables us to collect large-scale spatio-temporal data at low costs by leveraging existing infrastructure and previously deployed mobile devices in the fields [14].

A broad range of applications have adopted the MCS paradigm, from environmental and social applications [9, 38] to urban surveillance [30, 46] and infrastructure applications [11, 32].

In environment monitoring, Mun et al. [38] proposed an MCS called PEIR, the Personal Environmental Impact Report, to collect the location data of individuals and to estimate carbon impact, sensitive site impact, smog exposure and fast food exposure. Eisenman et al. [9] proposed an MCS called BikeNet for cyclist experience mapping which uses sensors embedded on a cyclist’s bicycle to collect sensor data about the cyclist’s rides, including an embedded carbon dioxide (CO2) meter to measure air pollution and shares air pollution measurements through a web-based portal. Citizen science work may require a group of people to visit the sites of interest and collaboratively collect images/videos with their mobile devices for environmental monitoring [23].

In urban surveillance and infrastructure applications, MCS can be applied for road safety monitoring, traffic forecasting, public transportation system design, and road condition monitoring as well. Citizen engagement with mobile sensing can significantly extend the scope of urban surveillance and infrastructure monitoring. For urban surveillance, MobEyes [29, 30] considers vehicles as mobile sensing platforms to collect various sensor data, including video data from the crowd (also known as vehicular sensor networks). Mobile Roadwatch [46] allows the citizen to report the captured videos of risky driving behaviors with mobile devices. For traffic prediction, Liu et al. [32] used a combination of the data from GPS embedded taxis and smart card records from buses. Similarly, the Real Time Rome project [4] collected data from buses, taxis and mobile phones to report real-time urban dynamics. For understanding the spatio-temporal dynamics of public transportation (e.g., examining the effects of weather on transit demand), Morency et al. [37] investigated bus boarding records in Canada. Zhou et al. [68] estimated the bus arrival time by collecting data about the bus passengers’ surrounding environmental contexts. In addition, MCS has been adopted in road surface monitoring. Erikson et al. [11] collected the data from accelerometers attached to taxis to detect the location of potholes by clustering GPS data. Similarly, Xue et al. [64] collected accelerometer data via a driver’s smartphone and proposed novel approaches to estimate the depth and length of potholes by aggregating individual reports.

2.2 Road surface monitoring

Public road condition monitoring is an important issue for municipalities. They try to monitor road conditions regularly to detect road surface defects, such as potholes, and repair them promptly. To achieve this objective, several automatic systems are proposed. Automatic systems can be categorized into three approaches: three dimensional (3D) reconstruction, vision analysis and vibration analysis.

Three-dimensional reconstruction approaches include 3D laser scanner methods [5, 31] and Kinect sensor methods [21, 35]. The 3D laser scanner can capture the 3D point cloud of objects. Chang et al. [5] used 3D laser scanners to detect distressed features of road pavement through a grid-based approach. However, this approach requires expensive equipment and 3D laser scanner and demands a high computational cost. Joubert et al. [21] used a low-cost Kinect sensor and a high-speed universal serial bus (USB) camera to detect the potholes. Although it is low cost compared to the 3D laser scanner, its accuracy is lower than that of laser scanners, and further research is needed to lower the error rates.

Vision analyses make use of two-dimensional (2D) images [25] and video data [18, 20]. Koch and Brilakis [25] collected the 2D image data using a robot-vehicle with a rear camera. Lokeshwor et al. [18] collected the video
data to overcome the limitation of the single frame in the 2D image method. In their method, a collected video was processed with a Critical Distress Detection, Measurement and Classification (CDDMC) algorithm which consists of five steps: image enhancement, image segmentation, visual properties extraction, detection and classification by decision logic, and quantification.

Yu and Yu [66] proposed a vibration approach for the preliminary evaluation of pavement conditions. The distress feature of pavement affects impacting forces on vehicles. In their approach, an accelerometer was used to measure the impacting forces and a PC oscilloscope was used to analyze the data. They showed the relationship between the standard deviation of the vertical acceleration of a vehicle and the pavement condition. Erikson et al. [11] proposed a mobile system called Pothole Patrol ($P^2$) which detected and reported the surface conditions on road. $P^2$ collected the accelerometer data, which were separated into different classes of defects by a simple rule-based classification approach. Defects were then reported to a central server for robust inference with location clustering of multiple reports.

In addition, several machine learning algorithms have been applied in vibration approaches. Sahin and Uzmay [65] applied a neural network to analyze the variation of vertical vibrations of vehicles. Tai et al. [56] evaluated machine learning methods with SVM for supervised learning and ranking systems for unsupervised learning for classification. Cong et al. [8] used wavelet decomposition and one-class SVM for pothole detection with vehicles.

Instead of designated accelerometer devices, there were several prior studies using smartphones to collect the data. For example, Mednis et al. [33] proposed a mobile sensing system for road surface detection using Android OS-based smartphones. They collected accelerometer data from smartphones in vehicles and applied $z$-thresh, $z$-diff, STDEV(Z), G-zero algorithms as in the prior work [11]. Xue et al. [64] proposed Perceiving Pothole Profiles ($P^3$) which is similar to $P^2$, but it collects accelerometer data from the driver’s own smartphone. $P^3$ can infer the depth and length of a pothole when the vehicle drives on the road. Furthermore, $P^3$ shows more accurate performance by aggregating individual results.

Our proposed system also uses an accelerometer for detection and aggregates multiple individual classification results for robust classification. Prior studies cannot be directly used because vehicles cannot enter the mountainous environments. This means that we cannot use any algorithms that basically detect anomalies of vibration signals generated from an accelerometer attached to the body of a vehicle. Instead, in our work, we collect motion sensor data from mountain climbers and analyze human walking data with cyclic gait patterns to infer whether a person walked over a risky trail segment.

### 2.3 Walking pattern analysis

Many studies analyzed walking patterns using motion sensors to enable various applications such as detecting the surface conditions that the user is walking on or the effects of inclination on walking patterns. Another application domain is healthcare where walking patterns are analyzed to detect unhealthy walking patterns or risky events such as falls.

Several studies addressed surface detection based on the changes in waking patterns, but these approaches only considered very simplistic urban roads. For example, Wang et al. [60–62] applied different feature extraction and machine learning methods to classify walking on different surfaces including flat, up-stairs and down-stairs based on accelerometer data. Wang et al. [63] also proposed a method to segment accelerometer data into strides to classify flat, stairs or sloped surface. Similarly, Lau et al. [28] used stride segmentation and a combination of accelerometer and gyroscope data for classification. Some of these studies also leveraged human gait phases in identifying the surface. Wang [59] classified different walking patterns using a decision tree based on different gait phase information like stance, push-off, swing, and heel-strike to classify walking on flat and stair surfaces.

There are also other studies that considered surface unevenness or a change in surface condition based on a combination of accelerometer and gyroscope data. Schuldhaus et al. [53] proposed several machine learning
techniques to classify surface smoothness (grass and paved) and inclination separately. Jain et al. [19] proposed a simple threshold-based method to identify walking on ramps and stepping off the curbs events for pedestrian safety with a shoe-mounted sensor. These events have very specific motion signatures which make their identification possible by simple thresholding methods. As shown in our results, acceleration patterns over mountain surfaces are very complex, and we cannot directly apply simple machine learning approaches to motion features.

There are many studies in the healthcare domain that aim to identify irregular events in walking patterns based on inertial sensors [10, 17]. Most of these studies identify a single event like a fall or turn which has an obvious pattern like body rotation or lying posture after a fall event. In mountain climbing several events and thus irregular patterns in signals can happen owing to surface condition. However, the problem is that these patterns are not uncommon or less predictable and are largely dependent on individual variation and surface unevenness. Other studies analyze irregular gait patterns caused by some diseases like Parkinson or disabilities after stroke or dropped foot [1, 34]. According to existing medical research, gait patterns remain constant. However, a change can gradually appear because of aging or the progress of a disease. Unlike these studies, in mountain climbing irregularities often happen in strides on risky trail segments and their motion signatures differ significantly. Overall, the context setting of these studies are different from ours in that we used mountain climbers as sensors for detecting mountain surface conditions.

Many studies have focused on classifying different human activities including walking, running, cycling, climbing stairs, etc. They usually used fixed body-worn sensors or smartphone placements but some of them also used unconstrained smartphones for data collection. Kwapisz et al. [26] compared different machine learning techniques to identify simple activities including walking, jogging, climbing stairs, sitting and standing from accelerometer data placed in a user’s pocket. Kahn et al. [22] proposed a two-level classification method where in the first step they identified the dynamicity of the activity using neural networks and in the second step they classified the activity using autoregressive modeling. Similarly, He and Li [16] used a hierarchical classification method to identify multiple activities and postures using accelerometer data from smartphones that were placed in the chest pocket. Although our study can be considered as human activity recognition, but the nature of movements is very different. The daily activities that are referred to these studies have regular behaviors and repetitive patterns from which many features can be extracted for classification. However, mountain climbing over risky trail segments may not involve patterned movements. As shown earlier, people often showed heterogeneous walking behaviors over risky trail segments. Note that our findings about risky trail detection mechanisms can be applicable to other application scenarios such as indoor localization [39, 40] and risky driving behavior analysis [6, 46, 47].

3 TRAIL SURFACE CLASSIFICATION SYSTEMS: AN OVERVIEW

We describe the architecture of our system and briefly explain our proposed mountain trail surface classification algorithms. Our key idea is to collect accelerometer data from mountain climbers and use the dataset to collectively classify the condition of trail surfaces. Figure 1 shows the structure of the system. The system consists of a central server and client tracking apps that track climbers’ motion data.

Users can begin data contribution by launching our client app when they start mountain climbing. The user’s tracking app collects the raw data from the three-axis accelerometer and the GPS readings. Our algorithm exploits cyclic patterns of walking by first segmenting the motion data into strides, and each stride will be classified whether it belongs to the risky trail segments. Each stride is classified as a normal or abnormal (or risky) stride by using a machine learning method. We extract the features on time and frequency domains with wavelet coefficients. The algorithm ‘learns’ the normal stride patterns of the user. With this trained model, the algorithm classifies the stride data of the user. For robust classification, a window of strides is considered. That is, the window will be classified as risky with a simple voting mechanism; for example, the ratio is above a predefined threshold. Given that a user’s stride length can be estimated as in prior studies [7], we can also infer the length
of the risky trail segments. The classification results will be then tagged with the GPS information, and will be reported to the server for aggregation. After collecting the results, the central server runs a spatial clustering algorithm to discover risky trail segments, and the discovered clusters are used to identify where the risky trail segments are located and what are their lengths are.

One of the major benefits of our approach is that the training efforts are not extensive. Unlike binary-class models, our work is based on single-class models such as single-class SVM. This means that in order for us to train the models we only need normal strides. Actually, it is much easier and safe to collect the training data of normal strides than that of abnormal strides over the risky segments. For example, users can easily find a 100 m of strides over the non-risky trails. Furthermore, according to existing literature, gait patterns remain constant and their change gradually appears such as due to aging [7]. Thus, users do not need to repeatedly collect the dataset to retrain the models.

4 DATA COLLECTION
For our experiments, we used the Nexus 5 smartphones with Android OS version 5.00 (lollipop) and collected the three-axis accelerometer data and GPS coordinates. We focus on accelerometers since they are the most widely available sensors on smartphones and consume the least amount of energy. To collect data, we developed a custom sensor-data logging program that uses the Android sensor API and recorded data with the sample rate set to FASTEST, which is approximately 50 Hz. We also recorded video of how our participants walk along the mountain trails for use in analyzing their walking behavior and labeling the mountain trails for classification.
For ease of explanation, we will use the notation in Table 1 for three-axes of accelerometer raw data, and processed data throughout the paper.

Table 1. Notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_X$</td>
<td>Original X axis accelerometer signal</td>
</tr>
<tr>
<td>$A_Y$</td>
<td>Original Y axis accelerometer signal</td>
</tr>
<tr>
<td>$A_Z$</td>
<td>Original Z axis accelerometer signal</td>
</tr>
<tr>
<td>$A'_Y$</td>
<td>Low-pass filtered Y axis accelerometer signal</td>
</tr>
<tr>
<td>$P_Y$</td>
<td>Detected peaks by applying peak detection algo-</td>
</tr>
<tr>
<td></td>
<td>rithm on $A'_Y$</td>
</tr>
<tr>
<td>$S_X$</td>
<td>Segmented X axis stride data by $P_Y$</td>
</tr>
<tr>
<td>$S_Y$</td>
<td>Segmented Y axis stride data by $P_Y$</td>
</tr>
<tr>
<td>$S_Z$</td>
<td>Segmented Z axis stride data by $P_Y$</td>
</tr>
<tr>
<td>$X$</td>
<td>Features extracted by $S_X, S_Y, S_Z$</td>
</tr>
<tr>
<td>$Y$</td>
<td>Classification result of stride by $X$</td>
</tr>
<tr>
<td>$Z$</td>
<td>Classification result of window by $Y$</td>
</tr>
</tbody>
</table>

4.1 Position of smartphone

Motion sensor data vary according to the sensor position. In prior activity recognition studies, researchers considered various positions such as chest, waist, foot, and pants (pockets) [15, 26, 69]. In this study, we consider the front pockets on pants since they are natural places for holding smartphones during climbing. For ease of collection, all phone screens faced toward the body with the camera on top. In this orientation, X-axis means the left-right axis, Y-axis means the vertical axis and Z-axis means the inward-outward axis (see Figure 2).

4.2 Collected data description

We collected sensor data from 14 participants (7 males and 7 females) whose ages ranged from 22 to 32 years (Mean: 27.4, Std: 2.17). The experiment site was located in Gyeryongsan National Park, Daejeon, South Korea. We chose five different zones; each was chosen to reflect various mountain trails in real mountain climbing scenarios. A trail is a hiking path in the mountain that can be divided into shorter sub-trails which we refer to
as trail segments in this paper. We define that a trail segment consists of one or multiple strides. By stride we mean a single human gait cycle. A trail then may consist of multiple segments, each of which can be risky or not. Risky (R) and non-risky (NR) trail segments in each zone may alternate and every zone starts with a non-risky trail segment. Zone 1 consists of a single 145m non-risky trail segment. In Zone 2, there are nine trail segments with 22.1 (NR), 6.3 (R), 23.1 (NR), 9.0 (R), 7.5 (NR), 6.9 (R), 12.8 (NR), 3.4 (R) and 17.2 (NR) meters long. The total length is 102m. In Zone 3, there are 13 segments with 18.9 (NR), 5.5 (R), 4.5 (NR), 17.2 (R), 4.4 (NR), 12.7 (R), 3.8 (NR), 9.4 (NR), 14.3 (R), 4.8 (NR), 10.5 (R) and 2.2 (NR) meters long and the total length is 122.6m. In Zone 4, there are three segments with 7.9 (NR), 8.4 (R) and 31.3 (NR) meters long and a total of 47.3m. The last zone includes five segments with 3.2 (NR), 8.2 (R), 7.6 (NR), 4.4 (R) and 1.1 (NR) meters long and the total length is 24.8m. We estimated the length by average number of strides from all participants in a segment multiplied by the average stride length, 1.4m. In the appendix, we summarize the length and the number of strides for all non-risky and risky trail segments in each zone in detail.

4.3 Definition of risky mountain trail surface

In our study, we define a trail segment as risky when a climber’s normal walking patterns are disrupted owing to rough surface conditions. Mountain accidents are mainly caused by stony surface conditions, and we mainly considered stone height; if the height of the stone is above knee height, we consider a trail segment is risky. Here, knee height is defined as the distance from the sole of a foot to the most anterior surface of the femoral condyles of the thigh when the ankle and knee are bent to a 90 degree angle [57]. The average knee height as a percentage of body height is 30.5% [57]. According to the national statistics in Korea (2015), the average height of males is 173.5 cm and that of females is 160.4 cm [41]. Thus, the average knee height in Korea is approximately 50 cm. Another important factor is slope, because as the slope goes higher the risk potential increases. Given that slope can be easily calculated with GPS traces, we mainly focus on rocky mountain trails, which are particularly common in most mountains in Korea. We labeled the mountain trails in the collected data based on this definition. Two of the authors collaboratively labeled the data by manually reviewing the recorded video.

5 ANALYSIS OF WALKING PATTERNS OVER MOUNTAIN TRAILS

Human walking has a cyclic pattern consisting of different gait phases. During climbing mountains, these patterns can be affected owing to surface variation. Based on our investigation of sensor data and videos we found the three key characteristics of walking on mountain trails. The first characteristic is that there were individual variations in motion sensor data. Walking patterns vary among individuals because of their walking and climbing styles, and these variations are reflected in accelerometer data as well. The second characteristic is that risky and non-risky trail segments had significantly different acceleration patterns. In risky trail segments, walking patterns are disrupted owing to surface roughness. The third characteristic is that there were uphill and downhill variations. When comparing walking patterns in uphill and downhill, we found significant variations owing to human kinematics of walking. In the following, we systematically analyzed such characteristics and illustrated our system design decisions.

5.1 Human gait cycle

Walking is a cyclic activity consisting of several events, in that, each leg goes through the following gait phases during a cycle: stance, heel off, swing, and heel strike [45]. Given that the reference leg is on the left, then stance is the period when the left foot’s sole is completely in contact with the ground. Heel off is the moment when the left foot toes are about to leave the ground. From the moment the left foot loses contact with the surface until its heel touches the ground is called the swing phase. During the swing phase of the left leg, the opposite leg is going through its heel strike, stance, and heel off phases. Finally the heel strike is the moment the left foot contacts the ground again. A gait cycle or a stride starts from one of these events until the next occurrence of the same event.
Fig. 3. Variations in single stride patterns among 4 different individuals on the flat surface.

We considered two consecutive heel strikes as the start and end of a stride because when the heel hits the ground, it exerts a transient intense force, which results in a peak in the acceleration. The impact of this spike is more obvious in the vertical direction. Based on our decision for phone placement, Y-axis acceleration is in a high alignment with vertical acceleration. In Section 6, we applied the peak detection algorithm to the Y-axis acceleration to separate the strides for the same reason.

5.2 Individual variations in walking

People have their own walking and climbing styles, which result in significant variations of acceleration signals. Figure 3 illustrates three accelerometer axes for a single stride pattern of four different participants for normal walking in a straight line on a flat surface. By flat surface, we mean a dirt trail segment in a mountain whose slope is close to flat. The results showed that each participant’s acceleration data were considerably different, and it is difficult to choose a common stride pattern which matches all individuals’ patterns.

Participants may climb the same trail segment differently, e.g., different postures or paths. If a segment is wide in width, a participant may take different paths which they find more suitable for them. In addition, they may use different postures which they find more comfortable, e.g., bending vs. sitting, to pass a risky segment.

In Figure 4, we plotted the mean values of acceleration data in each axis for all our participants. We observed that each box plot resides in a different range such that the median and inter-quartile range were different for every participant. This confirmed that there were significant individual variations. Individual variations make it difficult to train a generalized model for classification. In addition, normal walking patterns persistent in most trails, except risky trail segments, which will be shown later. This shows that it would be beneficial to consider a personalized one-class classification model.

5.3 Behavior analysis in risky and non-risky trail segments

Another characteristic is that there are signal variations owing to surface conditions (i.e., risky vs. non-risky trail segments). Figure 5 shows the difference between risky and non-risky surfaces in mountain trails. Body posture is less balanced in the risky surface (Figure 5 (a)) than that in the non-risky surface (Figure 5 (b)). In the risky trail segments, our participants tended to change their walking patterns in various ways to pass by a big rock or to
maintain their balance. When comparing walking patterns between non-risky and risky trail segments, we found significant differences in acceleration signals owing to posture changes in uphill (bending knees for climbing, pausing, and using hands for support which maintains the stability of the body) and downhill (using hand support, turning to the side and bending, pausing, sitting, jumping, and frequent short steps). These behaviors will induce significant variations in their acceleration patterns (see Figure 6). In contrast, in the non-risky trail segments, walking patterns are similar to those on flat surfaces as confirmed by our video analysis. The signal shape of a single stride is similar to that in the flat surface; and accelerometer values were approximately within the same range (see Figure 7). In the non-risky trail segments, we observed a few irregularities, but they were expected because along any non-risky segment, there were some uneven parts (e.g., small gravels, tree roots, branches). The key difference between flat and non-risky trail segments was that the speed was slower owing to slope.

Our results showed that the accelerometer signals are disrupted significantly in risky trail segments. The diversity and unpredictability of behaviors and consequently data patterns in risky trail segments, make it more challenging to model behaviors in risky trail segments using accelerometer data. In our system design, we considered both single- and binary-class classification models and examined whether single-class classification has some advantages against binary-class classification models.

5.4 Variations in uphill and downhill walking patterns

The last characteristic is that there is a significant difference between uphill and downhill walking based on our video analysis. We found that in downhill walking, participants tended to walk fast, and the patterns were less
Fig. 5. Risky trail segments (a) vs. non-risky segments (b). Body posture is less balanced on the risky segments.

Fig. 6. Accelerometer visualization in non-risky segments (a) and risky segments (b). The moments of touching ground by the left foot in the photos are marked with green and red rectangles in the risky and non-risky segment plots respectively. Small black circles on the accelerometer Y-axis separate the strides.
stable than those in uphill walking. In contrast, in uphill climbing, people feel more stable and walk without haste. In Figure 8, we compare accelerometer patterns of a person in the uphill segment (a) and downhill segment (b) in the same non-risky segment for 10 seconds. Small black circles on the accelerometer Y-axis separate the strides. Generally speaking, the number of strides per second in downhill walking is higher when compared to uphill walking because the slope is negative, the stride length is shorter, and the speed is faster. The negative inclination in downhill also has other effects on walking pattern. We found that surface inclination caused participants to strike the ground more intensely to maintain balance and speed. Thus, even a normal stride pattern on non-risky trail segments in downhill walking differs from uphill normal stride patterns. Furthermore, even small obstacles such as tree roots and gravels in downhill walking can cause sudden slow-down or even pause. These behavioral characteristics in downhill walking cause a higher level of irregularities in acceleration patterns, although participants climb non-risky trail segments.

By using only uphill data, we can avoid more sophisticated signal pre-processing and processing to remove the downhill effect. Uphill data will be sufficient if we can cover all the trails. Most mountain trails are bi-directional, which means that hikers go through the trails in both directions. In this case, we can easily collect uphill data of the entire trail. Therefore, with crowd-sensing the surface detection data, even if a person passes a trail for downhill only and his uphill data is not available, uphill data will be provided by other people climbing the same trail. This highlights that our method is able to cover all the trails when enough people climb them. Based on this observation, we chose to use only uphill data for model building and classification in our study.

6 MOUNTAIN SURFACE CLASSIFICATION
6.1 Data segmentation (Stride Segmentation)

Collected sensor data are segmented to strides for the purpose of modelling normal strides. Here, data segmentation means that collected sensor data are segmented to strides. There are many prior studies on the stride detection method using motion sensor data. In this study, we use the “peak detection method” to detect the
 stride and segment the data. We use the peak detection method because it is the most robust approach when noise occurs on the signal data [2]. Prior research showed that the peak detection method demonstrated the lowest error rate when data were collected on an unconstrained smartphone [2]. Moreover, since a signal on a mountain trail has greater frequency of noise than on a flat road, the peak detection method is the correct choice for this experiment. In addition, the stride detection method needs to be applied properly in an abnormal stride data which has more noise. Thus, the peak detection method is the correct choice for this experiment. For peak detection, the acceleration data is segmented with a low pass filter as shown by Randell et al. [49], and we use the score function to detect peaks as in Palshikar et al. [44].

The key idea of the peak detection algorithm is to use the score function, which represents the extent to which one point differs from the other points. We denote $T$ as a time series of $N$ sensor readings and $i$th readings in $T$ as $x_i$. The window length parameter $k$ is also needed to calculate the score function. The window length parameter $k$ determines the frequency of the peaks to be detected. The score function is calculated by the mean of the largest difference value between each point and any other points in the left half window (i.e., $\max\{x_i - x_{i-1}, \ldots, x_i - x_{i-k}\}$) and those in the right half window (i.e., $\max\{x_i - x_{i+1}, \ldots, x_i - x_{i+k}\}$) as shown in Equation 1 below.

$$S(k, i, x_i, T) = \frac{\max\{x_i - x_{i-1}, \ldots, x_i - x_{i-k}\} + \max\{x_i - x_{i+1}, \ldots, x_i - x_{i+k}\}}{2}$$ (1)

Algorithm 1 is the pseudocode of our peak detection algorithm. After calculating the value of the score function for each point, the algorithm calculates the mean ($m$) and standard deviation ($s$) of the score function. The parameter $h$ adjusts the threshold of the score function value that can be the candidate of peak. If the score function value of each data is larger than the threshold value ($m + h * s$), the corresponding data are stored as a candidate for the peak. Therefore, in order to have only one peak in one window, remove the point with the smaller value of the peak candidates in the same window.

Figure 9 shows an example of peak detection results. We labeled stride ground truth after reviewing video data (Green). As shown in this figure, our peak detection algorithm works well in regular stride patterns.
ALGORITHM 1: Peak detection algorithm

\[ T = [x_1, x_2, \cdots, x_N] \]

k : window length, h : threshold parameter
Peaks = [ ], initialize peaks
score = [ ], initialize score function value

for \( i = 1 \) to \( N \) do
  \[ \text{score}[i] = S(k, i, x_i, T) \]
  \( m = \text{mean of score}[i] \), \( s = \text{standard deviation of score}[i] \)

for \( i = 1 \) to \( N \) do
  if \( \text{score}[i] > m + h \cdot s \) then
    \( \text{Peaks} = \text{Peaks} \cup x_i \); Add \( x_i \) in Peaks if its score function value is above the threshold

for For all neighboring points in Peeks \( x_i \), \( x_j \) do
  if \( |j - i| \leq k \) then
    Remove the smaller value of \( x_i \), \( x_j \) in Peaks

return \( \text{Peaks} \)

---

Fig. 9. Peak detection results

Therefore, we can segment the data into strides by using the peaks \( P_Y \) that were detected as shown in Figure 9. If we define \( m^{th} \) points of \( P_Y \) as \( y_{i,m} \) in \( A_Y \), data from \( i_{m} \) to \( i_{(m+1)} - 1 \) in \( A_Y \) are segmented as \( m^{th} \) stride data. Thus, \( m^{th} \) stride data of the accelerometer’s X-axis \( S_{X_m} \) are \([x_{i_m}, x_{i_m+1}, \cdots, x_{i_{(m+1)}-1}]\), Y axis \( S_{Y_m} \) are \([y_{i_m}, y_{i_m+1}, \cdots, y_{i_{(m+1)}-1}]\) and Z-axis \( S_{Z_m} \) are \([z_{i_m}, z_{i_m+1}, \cdots, z_{i_{(m+1)}-1}]\).

6.2 Feature extraction

The features were extracted to classify the normal stride pattern in the segmented data \( S_x, S_y, \) and \( S_z \). The features were categorized into two groups: time domain features and time-frequency features. As time domain features, we had the absolute mean, standard deviation, and maximum values.

In the time-frequency domain, a wavelet function is used to extract the features. Wavelet analysis decomposes a continuous signal into orthogonal wavelets, and the signal can be represented with a weighted sum of wavelets—these weights are called wavelet coefficients. Wavelet analysis therefore can be applied to the non-stationary
We classify a stride as risky or nonrisky using a one-class model. We use one-class classification to classify whether the one-class model works as well as the binary-class model.

As shown earlier, we can find the risky mountain segments if a series of abnormal strides were observed. However, there could be many errors—a normal stride may be classified as an abnormal stride. Our intuition is that in the risky mountain segments, it is more likely that we will observe abnormal strides more frequently than normal strides. A simple approach is to use a window of strides, and check whether the relative ratio of abnormal strides is above a certain threshold. The term window means a part of stride data that consists of multiple strides.

\[ x(n) = \sum_{j=1}^{J} \sum_{k \in \mathbb{Z}} d_j(k) \psi(n - 2^j k) + \sum_{k \in \mathbb{Z}} a_j(k) \phi(n - 2^j k) \]  

In Equation (2), \( j \in \mathbb{Z} \) represents the resolution, \( J \) is the depth of level, \( \psi \) is wavelet function, and \( \phi \) is the scaling function [54]. In addition, wavelet coefficients \( d_j(k) \) represent details of the original signal at different resolutions, and scale coefficients \( a_j \) are approximation of the original signal. Discrete wavelet analysis is applied on \( m^{th} \) stride data, \( S_X, S_Y, S_Z \). The Daubechies 2 wavelet function was used and the data were decomposed at the depth of level 4 [54]. Thus, four wavelet coefficient sets at different level and scale coefficient sets are extracted from each of the three axes. A total of 15 coefficient sets therefore were extracted. Additionally, Preece [48] compares the performance of features from wavelet coefficient sets when accelerometer sensor data were used in activity recognition. The most superior features are the absolute mean and the standard deviation of each coefficients set. Therefore, we used the absolute mean and standard deviation of 15 coefficients sets, which results in a total of 30 features in the time-frequency domain. We notate \( X_j \) as a feature of the \( j \)th stride, and this vector includes 9 features of time domain and 30 features of time-frequency domain.

### 6.3 Stride classification

We classify a stride as risky or nonrisky using a one-class model. We use one-class classification to classify whether a stride is normal or abnormal, because walking patterns of risky trail segments would be significantly different as stated in Section 5. Use of one-class classification is beneficial for bootstrapping—a new user does not have sensor data from risky trail segments initially, and collecting sufficient dataset for binary classification takes considerable time. In some cases, it may not be possible to collect risky segment data if a user wants to only visit non-risky trail segments. In our evaluation, we compare both one- and binary-class methods to check whether the one-class model works as well as the binary-class model.

To model the normal stride pattern using the extracted features, ground truth non-risky data were used, except for the test data. We use the one-class classification method by Schölkopf et al. [52]. A one-class SVM identifies the farthest hyperplane from the origin, which includes all normal data on one side. We can formulate a one-class SVM problem, where \( M \) represents the amount of training data used to model a normal stride pattern.

\[
\max_{w, \rho, \xi} \rho - \frac{1}{M} \sum_{i=1}^{M} \xi_i \quad s.t. \quad (w \cdot \Phi(X_i)) \geq \rho - \xi_i, \quad \xi_i \geq 0
\]  

Here, we used a kernel function \( \Phi \) of a Gaussian kernel to model non-liner data. An algorithm trains the parameters \( w \) and \( \rho \) by the given training data and Equation (3). After training, the algorithm classifies the \( j \)th stride in test data as normal stride if the equation (4) is positive; otherwise, the results will be treated as negative (i.e., risky).

\[
Y = f(X_j) = 0 \quad \text{if} \quad \text{sgn}(w \cdot \Phi(X_j) - \rho) \geq 0
\]
\[
= 1 \quad \text{if} \quad \text{sgn}(w \cdot \Phi(X_j) - \rho) \leq 0
\]  

### 6.4 Windowing for robust classification

As shown earlier, we can find the risky mountain segments if a series of abnormal strides were observed. However, there could be many errors—a normal stride may be classified as an abnormal stride. Our intuition is that in the risky mountain segments, it is more likely that we will observe abnormal strides more frequently than normal strides. A simple approach is to use a window of strides, and check whether the relative ratio of abnormal strides is above a certain threshold. The term window means a part of stride data that consists of multiple strides.
for robust classification. Let us say that there are $J$ strides in a test mountain trail: i.e., $Y = [Y_1, Y_2, \cdots, Y_J]$ represents stride classification results and $Z = [Z_1, Z_2, \cdots, Z_K]$ represents window data in length $n$ and then $Z_k = [Y_{nk+1}, Y_{nk+2}, \cdots, Y_{n(k+1)}]$. Thus, we simply classify the window as a risky trail segment if the ratio of the abnormal strides is above a predefined threshold. In this study, we empirically set the threshold to 0.5. Equation (5) summarizes our window-based classification method. It is important to note that there is a tradeoff between classification resolution and accuracy. The window size should be large enough for robustness. Nonetheless, the length of a detectable risky trail segment depends on the window size: if it is too large, only long risky trail segments can be detected. The tradeoffs will be analyzed in our evaluation section.

$$Z_k = \begin{cases} 0 & \text{if } \sum_{m=nk+1}^{n(k+1)} Y_m \leq n/2 \\ 1 & \text{if } \sum_{m=nk+1}^{n(k+1)} Y_m \geq n/2 \end{cases} \quad (5)$$

6.5 Aggregating results from the crowd

Each user’s windowed data (along with GPS coordinates) are submitted to a central server. It is important to reliably aggregate the classification results from multiple users. There are two key challenges in this process. The first challenge is the fact that GPS data collected by a smartphone have a 10 to 15 meter margin of errors. Second, there are few false alarms in individual classification. Fortunately, even with errors, it is likely that detected trail segments reported by the crowd will be located nearby and make a cluster. Furthermore, owing to the low possibility of false alarms in non-risky trail segments, false alarms are scattered.

Thus, we use well known density-based spatial clustering called the density based spatial clustering of applications with noise (DBSCAN) for aggregation. This algorithm performs spatial density based clustering by tuning two parameters, i.e., the minimum number of data points in one cluster and the optimal epsilon (eps) parameter, which regulates the expanding of the cluster. By applying the DBSCAN algorithm on detected risky trail segments, we were able to make a cluster of true positive alarms about risky trail segments and eliminate the false positive alarms.

7 EVALUATION

In this section, we evaluate the peak detection algorithm which we used for data segmentation (or stride detection). Next, we evaluate our classification algorithms to validate whether risky trail segments can be estimated by aggregating the monitoring results of users. The dataset in Section 4 was used for analysis. Using the video data and motion sensor data, our results are compared with the manually tagged labels from the video data. Each stride in a video is labeled as risky if it is located in the risky trail segment based on our definition in Section 4, and a window of strides is labeled as risky if more than half of the strides in that window are labeled as risky.

Table 2. Identification of true positive, false positive, true negative, false negative events

<table>
<thead>
<tr>
<th>Classification result</th>
<th>Non-risky</th>
<th>Risky</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground-truth label</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-risky</td>
<td>true negative</td>
<td>false positive</td>
</tr>
<tr>
<td>Risky</td>
<td>false negative</td>
<td>true positive</td>
</tr>
</tbody>
</table>

We used the leave-one-out method for cross-validation. To be precise, we used one window as the test data and the rest as the training data. Then the algorithm classified the test data whether it is risky or not. To validate...
the classification performance, we define four mutually exclusive events, i.e., true positive, true negative, false positive and false negative in Table 2. In addition, we used the following performance measures, i.e., accuracy, precision, and recall as follows.

- **Accuracy**: The ratio of the number of correctly classified windows to the total number of windows
  \[
  \text{Accuracy} = \frac{TN + TP}{TN + TP + FN + FP}
  \]

- **Precision**: The ratio of the number of true positives to the sum of true positives and false positives
  \[
  \text{Precision} = \frac{TP}{TP + FP}
  \]

- **Recall**: The ratio of the number of true positives to the sum of true positives and false negatives
  \[
  \text{Recall} = \frac{TP}{TP + FN}
  \]

7.1 Evaluation of peak detection algorithm

We evaluated the performance of the peak detection algorithm by comparing the number of detected peaks with the number of strides based on our ground truth labels. In detail, we calculated the error based on the surface conditions including flat, nonrisky and risky. Even the flat zone is considered as a nonrisky surface, we separated the results for the flat zone from the rest of the nonrisky trail segments to show their similarity. Thus, for each participant, we calculated three error rates for each surface condition. The equation below shows how we calculated the error rate for an individual participant \( p \) and for a specific surface conditions.

\[
\text{Error rate}_{p,s} = \frac{\sum_{\text{segments}} | \text{Total # of ground truth strides} - \text{Total # of detected peaks} |}{\sum_{\text{segments}} \text{Total # of ground truth strides}}
\]

\( p \in \{\text{participants}\}, s \in \{\text{flat, non-risky, risky}\} \)

Figure 10 summarizes total error of participants divided by the flat zone, non-risky trail segments, and risky trail segments. As we mentioned in Section 5.3, people’s behavior in nonrisky trail segments is similar to that in...
flat surface. Similarly, we expected that the peak detection algorithm would show comparable error rates for flat and non-risky trail segments. The average error rates for flat zone, non-risky trail segments, and risky trail segments are 1.6% (sd = 1.8%), 2.4% (sd = 1.9%), and 8.2% (sd = 5.7%), respectively. As we expected, the algorithm performance for non-risky trail segments is slightly different from flat zone and the algorithm works close to perfect for these cases. High detection accuracy in non-risky trail segments is important in our approach, since our model works with classifying the normal strides. For a risky trail segment, the error rate is higher but it is still tolerable. Based on the final classification results, we can argue that our method works well despite of these errors.

Our manual examination of the detection results shows that errors are largely from the risky trail segments. In fact, when users pass through the risky trail segments, we found that our algorithm mostly overestimates the number of strides. We manually examined the recorded videos to understand why such results happen. We discovered that when users pass through the risky trail segments, they tended to make incomplete strides. Owing to the rocky surface, participants tried to search for a spot to place their foot to climb up, for example, by making a series of movements on one foot. In some cases, we noticed that their feet slipped along the rocky surface. Our ground truth labeling is conservative in that we consider a full gait cycle as a stride. For this reason, such incomplete strides were not counted as strides. However, we found that our peak detection algorithm was able to find most of these incomplete strides, which led to overestimation.

Figure 11 shows the peak detection results in a risky trail segment. While normal walking has cyclic patterns of acceleration signals, those in the risky trail segments had quite significant random noises. Despite this situation, our algorithm can fairly accurately detect the peaks that match with the ground truth. However, there were several false positives because our algorithm detected the peaks that were created owing to the participants’ walking behaviors while they passed through the risky trail segments (e.g., making slipped steps and searching for stable next steps).

As shown in Figure 11, the peak detection algorithm tends to overestimate the strides in the risky trail segments. However, such errors do not significantly influence on the performance of our system. The key reason is that to identify risky trail segments, we trained our machine learning model using normal strides using one-class SVM. These kinds of errors are likely to be classified as abnormal strides, since their movement patterns are fairly different from those of normal ones.
7.2 Individual performance of the mountain trail surface classification

Figure 12 shows accelerometer data and classification results of one participant for each zone to explain how the surface classification algorithm works. The graph represents the Y-axis data from Zone 1 to Zone 5. One window has 10 strides. If the label of a particular window is risky, the signal value was plotted in red; otherwise, it was plotted in blue. In addition, the line below the graph is the classification result of the algorithm in a particular window. The line is colored in red if the algorithm classifies the window as risky; otherwise it is colored in blue.

In Figure 12, the short risky trail segments such as the beginning part of Zone 5 were classified as nonrisky. The reason of misclassification was that because we set the 10 strides data as one window, the algorithm could not perform well in the short risky trail segments which are shorter than 5 strides. These problems were owing to the smoothing effect of the windowing method. Thus, if we want to classify a short risky segment well, we should set a shorter window size. However, in the short window size, the overall performance of the algorithm could decrease. The detail trade-off of setting a window size will be explained in Section 7.4.

In the accelerometer signal in Figure 12, there is a periodic stride pattern in the nonrisky labeled segments. In contrast, the signal changes have a non-periodic pattern in risky labeled segments. The algorithm classified these non-stationary patterns as risky. The main classification error is that the algorithm classifies some risky trail segments as nonrisky trail segments (i.e. false negative cases). If we examine the acceleration data of the false negatives, we find that the signals appear to be quite similar to those in nonrisky trail segments.

By checking video data to analyze the motion of participant, it is identified that participants make a detour to avoid the obstacles and keep their normal walking in corresponding segments. Skilled climbers showed this phenomenon frequently and change of those signals is relatively less sensitive to mountain surface. However, we aggregate monitoring results of many users to detect the risky trail segments. Thus we can detect the risky segment even though some skilled climbers cannot detect some risky trail segments. Furthermore, we can detect all risky trail segments by aggregating monitoring results. These results are explained in 7.5.

7.3 Performance comparison of one-class SVM and binary-class SVM

In this section, we compare the classification performance between one-class SVM and binary-class SVM when a window size is set to 10 strides. We plot the results of multiple users using the box plot as shown in Figure 13. The algorithm using one-class classification shows 82% accuracy, 84% precision, and 62% recall; using binary class classification it shows 80% accuracy, 61% precision, and 69% recall.

This result shows that one-class classification is superior to binary class classification. It is interesting to note that mountain climbers have more chance to show abnormal walking in risky surface. However, this does not mean that all strides in risky surface are abnormal strides. It turns out that normal strides in risky surface disturb the machine learning algorithm to learn the normal walking if binary class classification is used. Thus, the performance of algorithm is inferior in the case of binary-class SVM.

7.4 Window length and algorithm performance

In this section, we explain the relationship between the window length and the algorithm performance. The shortest risky segment in the collected data described in Section 4 had an estimated average of 1.7 strides of 2.4 m length. In case of using the window method, if the window length is higher than twice the length of a risky segment, the algorithm classifies the window as nonrisky. Thus, with a longer window length, the possibility of missing risky trail segments increases. The left graph of Figure 14 shows the number of detectable risky trail segments if the algorithm performs perfectly. In a 5-stride window case, the algorithm can detect all the 13 risky trail segments, but in a 10-stride window case, there are only eight detectable risky trail segments. We observe that precision of the algorithm increases as the number of strides used in classification increases. This result can be seen in the right graph of Figure 14; the precision increases from 68% to 84% when the number of strides
Fig. 12. Accelerometer Y-axis data and classification result from Zone 1 to the zone 5, respectively. A window size of 10 strides was used. If the label of a particular window is risky, the signal value has been plotted in red, and otherwise data was plotted in blue. Also, the line below the graph is the classification result of the algorithm in a particular window. The line colored red if the algorithm classifies the window as risky and otherwise colored blue.
in one window increases from 5 to 10. Figure 15 shows the performance of multiple users when 5 stride data is partitioned as a single window using a boxplot. The one-class classification result shows an average of 78% accuracy, 66% precision, and recall of 76%. As mentioned above, this result shows lower precision and accuracy than those of 10-stride window. When using people as a sensor in contrast to vehicles, signals are not immediately affected by surface condition, but instead they change slowly with multiple strides. The longer window, with an adequate length for a person to react the surface, shows better performance in mountain surface classification.

7.5 Aggregation of individual monitoring results

Figure 16 shows the aggregation result of the DBSCAN algorithm for 10 stride window data of 14 participants in the Zone 1, Zone 2, Zone 3, Zone 4 and Zone 5 respectively. When applying the DBSCAN algorithm, the algorithm requires two parameters which are explained in Section 6. The minimum number of data points for clustering is set to 8 to create a cluster among 14 participants (this number is slightly greater than half of the
participants. Additionally, the radius of the neighborhoods around a core data point (EPS parameter) is set to 10m, in order to consider the measurement error. In Figure 16, colored points represent the points which are included in some of the clusters, which means that the mountain surface classification algorithm is classified as risky. Also, the black points represent the points which are not included in any clusters, which means these points are considered to be false positives. Figure 16 shows that the number of clusters is smaller than the number of risky trail segments in the Zone 2 and Zone 3. In the Zone 2, four risky trail segments are merged into two clusters, and in the Zone 3, six risky trail segments are merged into three clusters. This is because risky trail segments are consecutively located such that short non-risky trail segments are located in between risky trail segments.

Table 3 shows a summary of the performance of the aggregation result. To identify whether the risky labeled data were included in the cluster, we count the monitoring result of each user, which is close to the GPS data of the risky labeled segments in the EPS parameter. As a result, we were able to accurately detect all risky segments using multi-user data by setting an appropriate EPS parameter. Owing to GPS measurement errors, the DBSCAN algorithm did not detect some risky trail segments when the EPS parameter setting was too short, such as 1m. However, the DBSCAN algorithm could detect all the risky trail segments with a sufficient EPS parameter, such as 10m, which could account for the GPS error. We were able to achieve 100% detection accuracy when we use the window size of 5 strides with an EPS of 10m.
7.6 Further investigations with an additional dataset
We conducted an additional data collection to evaluate the algorithm when the algorithm trained by the data collected one trail applied to the other trails. In the previous experiment, we collected the data in one trail and separated the data into the five zones. We then used cross-validation to evaluate the performance. In reality, the model trained in one mountain trail should be also applicable to the other trails. Thus, we did an additional...
experiment by collecting a new dataset from different mountain trails. We hired five participants (one female), and their mean age was 26.2 (SD=2.3). They trekked two different trails in the Gyeryongsan national park area, Daejeon, Korea, which were different from the location in the first dataset. The first trail was 1.5 km in length, containing nine risky trail segments, and the second trail was 0.9 Km in length with only one risky segment. In Table 4 risky trail segments are summarized with their length and average number of strides. In the second experiment we marked every risky trail segment by asking each participant to perform two jumps at the beginning and end of every risky and nonrisky segment. This act induces two consecutive sharp peaks in the acceleration. After the experiment, we visualize the acceleration data to detect these jumps and label the segments manually. Next, we used 0.9 Km of non-risky trail segments in one trail as training data when tested and nine, risky trail segments in the other trail to evaluate the algorithm when the algorithm trained by the data collected one trail applied to the other trails. In addition, we used the leave-one-out cross validation method to test remaining data, nonrisky trail segments and 1 risky trail segments in that trail.

Table 4. Average number of strides ($SC_{avg}$) and length of risky ($RSn$) and non-risky (NRS) segments in each trail ($Tm$).

<table>
<thead>
<tr>
<th>T1-RS1</th>
<th>T1-RS2</th>
<th>T1-RS3</th>
<th>T1-RS4</th>
<th>T1-RS5</th>
<th>T1-RS6</th>
<th>T1-RS7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>20</td>
<td>29</td>
<td>18</td>
<td>25</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>29</td>
<td>35</td>
<td>22</td>
<td>35</td>
<td>22</td>
<td>18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T1-RS8</th>
<th>T1-RS9</th>
<th>T2-RS10</th>
<th>T2-NRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>30</td>
<td>25</td>
<td>29</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>64</td>
<td>39</td>
<td>42</td>
</tr>
</tbody>
</table>

Table 5. Risk ratio of risky ($RSn$) and non-risky (NRS) segments by each participant ($Pm$).

<table>
<thead>
<tr>
<th>RS1</th>
<th>RS2</th>
<th>RS3</th>
<th>RS4</th>
<th>RS5</th>
<th>RS6</th>
<th>RS7</th>
<th>RS8</th>
<th>RS9</th>
<th>RS10</th>
<th>AVG</th>
<th>NRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.75</td>
<td>0.98</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>0.74</td>
<td>0.87</td>
<td>0.84</td>
<td>0.89</td>
<td>0.94</td>
<td>0.95</td>
<td>0.93</td>
<td>0.92</td>
<td>0.82</td>
<td>0.68</td>
<td>0.86</td>
</tr>
<tr>
<td>P3</td>
<td>0.65</td>
<td>0.62</td>
<td>0.56</td>
<td>0.47</td>
<td>1.00</td>
<td>0.88</td>
<td>0.57</td>
<td>0.54</td>
<td>0.54</td>
<td>0.84</td>
<td>0.72</td>
</tr>
<tr>
<td>P4</td>
<td>0.70</td>
<td>0.68</td>
<td>0.71</td>
<td>0.63</td>
<td>0.86</td>
<td>0.81</td>
<td>0.52</td>
<td>0.70</td>
<td>0.84</td>
<td>0.71</td>
<td>0.72</td>
</tr>
<tr>
<td>P5</td>
<td>0.40</td>
<td>0.57</td>
<td>0.57</td>
<td>0.67</td>
<td>0.66</td>
<td>0.55</td>
<td>0.52</td>
<td>0.91</td>
<td>0.83</td>
<td>0.39</td>
<td>0.61</td>
</tr>
<tr>
<td>AVG</td>
<td>0.70</td>
<td>0.75</td>
<td>0.74</td>
<td>0.73</td>
<td>0.89</td>
<td>0.84</td>
<td>0.71</td>
<td>0.81</td>
<td>0.65</td>
<td>0.67</td>
<td>0.78</td>
</tr>
</tbody>
</table>

In order to examine the riskiness of each segment for each subject, we calculated the abnormal stride ratio for a window of 10-strides windows. The average ratio of all segments is summarized in Table 5. The minimum of 65% for risk ratio of segments shows that selected segments have fairly consistent level of riskiness. There were only three cases in which the risk ratio was less than 50%, but the average risk ratio for the related segment is still above 50%. The risk ratios for all the subjects in nonrisky trail segments were less than 50% as expected.

Table 6. Classification results as true positive, true negative, false positive and false negative in Table 6 with respect to the individual participants. Our method achieved an average accuracy of 90% with average recall and precision of 81% and 98% respectively which shows its effectiveness of it in detecting risky trail segments. When compared with previous results, we posit that the improvement in classification.
performance is owing to the amount of non-risky segment data. In our previous dataset, we only collected non-risky segment data in approximately a 0.3 km length of mountain trails. To clarify the relationship between the performance of an algorithm and the amount of training data for one-class classification, we run the evaluation by varying the training dataset size (within an increment of one-third of the entire dataset). If two-thirds of training data is used, the mean accuracy, recall and precision of the algorithm declined to 91%, 86% and 94% respectively in individual data classification. When one-third of training data which is the same amount of training data in the first dataset is used, the mean accuracy, recall and precision of the algorithm declined even more, reaching 78%, 76%, 89% respectively. The results show that our method is able to achieve satisfactory results if there exists a sufficient training dataset. However, even with the lower-quality data of the first experiments, our method showed the 100% precision in detecting risky trail segments with the wisdom of the crowd after the aggregation step.

Table 6. Classification performance of each participant ($P_m$).

<table>
<thead>
<tr>
<th></th>
<th>TP</th>
<th>TN</th>
<th>FP</th>
<th>FN</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>34</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>P2</td>
<td>23</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>98%</td>
<td>100%</td>
<td>95%</td>
</tr>
<tr>
<td>P3</td>
<td>22</td>
<td>29</td>
<td>1</td>
<td>6</td>
<td>87%</td>
<td>78%</td>
<td>95%</td>
</tr>
<tr>
<td>P4</td>
<td>23</td>
<td>26</td>
<td>4</td>
<td>3</td>
<td>88%</td>
<td>88%</td>
<td>85%</td>
</tr>
<tr>
<td>P5</td>
<td>16</td>
<td>29</td>
<td>1</td>
<td>8</td>
<td>83%</td>
<td>66%</td>
<td>94%</td>
</tr>
<tr>
<td>AVG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91%</td>
<td>86%</td>
<td>94%</td>
</tr>
</tbody>
</table>
Figure 17(left) shows the GPS readings of a monitored risky segment for individuals and GPS readings of risky trail segments by the ground truth. Also, Figure 17(right) shows that GPS readings of monitored risky trail segments are clustered by the DBSCAN algorithm. As Figure 17 shows, 10 different colored clusters represent GPS readings of 10 risky trail segments. The difference between the center of a cluster and GPS reading of risky segment is the greatest in the purple cluster, but the difference is just 3.5m. Using this result, we can check that the all risky trail segments can be detected even with GPS error. To summarize, this additional experiment clearly showed that our algorithm is applicable over different mountain trails, and its performance has slightly increased owing to the size of the training dataset.

With the additional experiment, we can check that the algorithm can be applied in two different mountain trails and the performance of the algorithm is increased compared with the previous data set. This improvement comes from the amount of normal strides training data. We collected normal stride data in 0.9km length of nonrisky segment. Thus, in a real application, if the system can collect sufficient training data more than 0.9km length of a nonrisky segment, the algorithm can detect the risky trail segments accurately.

8 DISCUSSION
We discuss several approaches for dealing with phone placement/orientation issues, and then detail the limitations of our data collection and analysis methods.

8.1 Dealing with phone placement and orientation
We decided to use the fixed phone position because climbers are very likely to hold the phones in their pockets while climbing. The smartphone can be located on any part of the body but the front pocket is more common. Researchers examined various phone placements for activity recognition purposes and showed that the pocket has higher accuracy among other areas [50]. Moreover, the design of front pockets is usually such that the phone stands vertically in them. These findings support our decision to have our participants carry the phone in their pockets.

Although our work considered a single position, the phones can be freely movable in the pocket (small tilt angle and freedom to shake slightly was possible). We allowed the participants to place the phones naturally in their pocket. Despite of this small variance in phone placement, our method was still able to detect and classify gait cycles with acceptable accuracy; hence it is robust for these variations.

However, our model can be extended to consider different positions, ranging from different pockets or places with arbitrary orientation. Once the phone orientation is recognized, it can be changed to the target orientation decided in this paper. If the phone is fixed, but has a different orientation, the straightforward approach is to ask the user to reorient the phone manually. Another approach is to reorient it virtually using 3D transformations. If the phone is moving dynamically, dynamic reorientation or orientation—indepedent methods can be applied to address this issue. We discuss applicability of each of these approaches in the following.

Fixed placement and arbitrary orientation: As we mentioned above phones can have arbitrary placements. Even with the pocket placement, different orientations are still possible; a phone can be upward or downward, or it can be facing towards the body or upon the body. It is possible to apply an orientation-sensing step before data collection to alarm users that the position of a phone is not appropriate and requires correction. Orientation sensing also can run during the data collection to prevent the recording inaccurate data. Orientation correction can also be performed virtually using 3D transformation methods. For the transformation three rotation angles are required. The angles for 3D rotation can be calculated based on the amount of gravity acceleration projected onto other axes. Several studies have addressed the sensor orientation issue [36, 58]. For example, Tundo et al. [58] used a quaternion-based approach to apply the accelerometer transformation. Mohsen et al. [36] applied the 3D rotation matrices multiplications to reorient the acceleration. The rotation matrix can also be directly obtained from the Android API.
**Dynamic placement and orientation:** If the phone placement is dynamically changing, for example holding in hand or changing the placement multiple times, real-time reorientation will be challenging and may decrease the accuracy of transformed acceleration readings. Different methods were proposed to address dynamic reorientation [55, 67]. In our work, we did not consider dynamic placement, and further studies are needed to address this challenging issue.

**Orientation-independent approach:** Another approach is to use orientation-independent features such as acceleration magnitude instead of directly using 3D acceleration values [51]. For example, since the acceleration in the horizontal direction compared to gravity is small during walking, the magnitude of acceleration will mostly reflect the vertical acceleration. Using only acceleration magnitude will limit the features that can be extracted and result in information loss, although it has the advantage being applicable to both fixed and dynamic placements. The accuracy of our method adopting only orientation-independent features should be examined in the follow-up studies.

### 8.2 Limitations of collected data set and analysis

There are a few limitations for our data set and analysis. First, we only collected sensor data from a small number of young people from two sites. For generalization, further data collection is needed with a larger number of users in diverse age groups and at different sites. Our algorithm is based on walking patterns, which remain constant and their change gradually appears due to aging. Thus, we expect that our model can be generalized to other population and sites.

Second, the duration of data collection is limited since we collected the data from only part of a given trail. Data collection from a longer trail in a more naturalistic setting which allows us to explore several additional issues. For example, we can study how the length of a trail segment influences the performance. In addition, we can analyze how fatigue affects walking behaviors and their impacts on the performance.

Third, we excluded the downhill data. In Section 5.4 we thoroughly analyzed the variations in uphill and downhill walking patterns. We found that in downhill walking, participants tended to walk fast, and its patterns were less stable than those in uphill walking. In contrast, in uphill climbing, people feel more stable and walk without hastiness. A major limitation of excluding downhill data would be reduction of trail coverage, but this issue is not problematic. Most mountain trails are bi-directional, which means that hikers travel through the trails in both directions. In this case, we can easily collect uphill data of the entire trail. However, there could be mountain trails where hiking in one direction is mostly preferred by most hikers. In that case, it is difficult to collect the uphill dataset, thereby lowering the trail coverage. Despite this limitation, given that most trails are bidirectional, in practice trail coverage would not be a serious problem. In this paper, we did not further explore modeling downhill walking patterns, but it may be possible to leverage advance signal processing techniques, which we defer as part of future work.

### 9 CONCLUSION

We proposed a crowdsensing system for detecting risky mountain trail segments. By using sensor data collected from multiple hikers’ smartphones, our system learned hikers’ normal cyclic gait patterns and automatically inferred whether a user passes through a risky segment. Technically, wavelet analysis was used to extract the features of gait patterns, and one-class SVM was used to build a model for normal gait patterns and to identify abnormal gait patterns. Next, the system aggregated multiple hikers’ results for robust classification using the DBSCAN algorithm. Our real-world dataset experiment showed that by walking pattern learning, the proposed system can accurately identify all the risky mountain trail segments after aggregating multiple reports. In addition, our additional experiment results showed that the model learned from one trail can be used to accurately identify risky trail segments in the other trail. There are several directions for future work. For generalizability, there should be further experimental evaluations by considering other user groups and possibly
by increasing the number of participants. To support practical deployment, we should carefully deal with the effect of orientation/placement variations as well as device heterogeneity. We can consider reputation models based on Bayesian frameworks to deal with incremental data collection from multiple climbers.

10 APPENDIX

These tables summarize the length and the number of strides for all non-risky and risky trail segments in each zone. For instance, in the tables, ‘RS1’ means the first risky segment, and ‘NRS1’ means the first non-risky segment in each zone. All segments are numbered sequentially.

Table 7. Average number of strides ($SC_{avg}$) and length of risky ($RS_n$) and non-risky ($NRS_n$) segments in Zone 1.

<table>
<thead>
<tr>
<th>Zone 1</th>
<th>NRS1</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>149</td>
<td>149</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>107</td>
<td>107</td>
</tr>
</tbody>
</table>

Table 8. Average number of strides ($SC_{avg}$) and length of risky ($RS_n$) and non-risky ($NRS_n$) segments in Zone 2.

<table>
<thead>
<tr>
<th>Zone 2</th>
<th>NRS1</th>
<th>RS1</th>
<th>NRS2</th>
<th>RS2</th>
<th>NRS3</th>
<th>RS3</th>
<th>NRS4</th>
<th>RS4</th>
<th>NRS5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>22.4</td>
<td>7.3</td>
<td>23.4</td>
<td>9.5</td>
<td>7.7</td>
<td>8.2</td>
<td>13.1</td>
<td>4.2</td>
<td>18.6</td>
<td>109.0</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>16</td>
<td>5.2</td>
<td>16.7</td>
<td>6.8</td>
<td>5.5</td>
<td>5.9</td>
<td>9.4</td>
<td>3.1</td>
<td>13.3</td>
<td>77.9</td>
</tr>
</tbody>
</table>

Table 9. Average number of strides ($SC_{avg}$) and length of risky ($RS_n$) and non-risky ($NRS_n$) segments in Zone 3.

<table>
<thead>
<tr>
<th>Zone 3</th>
<th>NRS1</th>
<th>RS1</th>
<th>NRS2</th>
<th>RS2</th>
<th>NRS3</th>
<th>RS3</th>
<th>NRS4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>19.7</td>
<td>5.74</td>
<td>4.3</td>
<td>18.62</td>
<td>5.7</td>
<td>12.1</td>
<td>4.0</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>14.1</td>
<td>4.1</td>
<td>3.1</td>
<td>13.3</td>
<td>4.1</td>
<td>8.7</td>
<td>2.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Zone 3</th>
<th>RS4</th>
<th>NRS5</th>
<th>RS5</th>
<th>NRS6</th>
<th>RS6</th>
<th>NRS7</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>4.0</td>
<td>9.5</td>
<td>23.2</td>
<td>5.0</td>
<td>10.8</td>
<td>2.4</td>
<td>125.4</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>2.9</td>
<td>6.8</td>
<td>16.6</td>
<td>3.6</td>
<td>7.7</td>
<td>1.7</td>
<td>89.6</td>
</tr>
</tbody>
</table>

Table 10. Average number of strides ($SC_{avg}$) and length of risky ($RS_n$) and non-risky ($NRS_n$) segments in Zone 4.

<table>
<thead>
<tr>
<th>Zone 4</th>
<th>NRS1</th>
<th>RS1</th>
<th>NRS2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>7.8</td>
<td>8.4</td>
<td>34.6</td>
<td>47.3</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>5.6</td>
<td>6.0</td>
<td>24.7</td>
<td>36.3</td>
</tr>
</tbody>
</table>
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Table 11. Average number of strides ($SC_{avg}$) and length of risky ($RS_n$) and non-risky ($NRS_n$) segments in Zone 5.

<table>
<thead>
<tr>
<th>Zone 5</th>
<th>NRS1</th>
<th>RS1</th>
<th>NRS2</th>
<th>RS2</th>
<th>NRS3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (m)</td>
<td>3.2</td>
<td>8.2</td>
<td>6.3</td>
<td>4.3</td>
<td>1.7</td>
<td>23.7</td>
</tr>
<tr>
<td>$SC_{avg}$</td>
<td>2.3</td>
<td>5.8</td>
<td>4.5</td>
<td>3.1</td>
<td>1.2</td>
<td>16.9</td>
</tr>
</tbody>
</table>

REFERENCES


