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Abstract

In this paper we study the use of vehicles as sensors
in a “vehicular sensor network,” a new network paradigm
that is critical for gathering valuable information in urban
environments. In a vehicular sensor network, each vehi-
cle is responsible for sensing one or more events, routing
messages to other vehicles or Infostations and processing
sensed data. There are several critical differences between
a vehicular sensor network and a “traditional” wireless
sensor network, namely: 1) the vehicular network has high
computation power; 2) it must provide high storage space;
3) it must have mobile sensor nodes. In addition, due to
the sheer amount of data generated, sensed data is carried
by each mobile sensor node. Admittedly, retrieving infor-
mation from mobile sensor nodes is difficult. In this pa-
per, we first identify a set of design choices for building a
vehicular sensor network. From this we propose two stor-
age architectures: Content-Addressed Storage (CAS) and
Mobility-Assist Storage (MAS). While CAS utilizes Infosta-
tions by hashing the key of an event to a specific Infosta-
tion, MAS opportunistically disseminates events by “relay-
ing” or sending events only to one’s neighbors. CAS is ap-
propriate for time-critical applications and MAS for delay-
tolerant applications only if infrastructure is not available.
In this paper, we propose data harvesting protocols for CAS
and MAS: Infostation-based and mobility-assist data har-
vesting protocols respectively.

1. Introduction

Wireless sensor networks are likely to be widely de-
ployed in the future because they greatly extend our abil-
ity to monitor and control the physical environment from
remote locations, e.g. wild habitat monitoring. Recently re-
search communities and automotive companies have been
equipping regular vehicles with sensors, thus practically
creating a mobile, vehicular-based sensor network (VSN).

In contrast to a traditional static wireless sensor network
which consists of a large number of small sensor nodes with
low computational, storage and communication capabili-
ties, such limitations no longer apply in a vehicular sensor
network. Therefore, we are facing a new paradigm of “mo-
bile” sensor platforms where each vehicle performs event
sensing, ad hoc message routing (to other vehicles or to In-
fostations), processing of sensed data, and filtering. Note
that vehicular sensor network shares the same ideas as ve-
hicular ad hoc networks (VANET) [4] in that vehicle-to-
vehicle and vehicle-to-infrastructure communications are
used, but the ways of collecting, retrieving, and notifying
events are generalized as in a traditional sensor network.

A vehicular sensor network can be used in many ways.
For example, traffic engineers at the Georgia Institute of
Technology have used vehicles to gather traffic informa-
tion and to better understand how traffic knots. They have
pointed out that this will be “one of the most cost-effective
ways to reduce congestion, minimize emission, and reduce
fuel consumption [3].” Another important application is
for the homeland security. To this end, vehicles could
be equipped with aural and video devices. Mobile sensor
nodes collect a stream of images while cruising down the
streets and also detect and notify events to the police. Thus,
the police can use such information to investigate terrorist
activities.

Unlike “traditional static sensor networks,” a mobile sen-
sor network may generate a sheer amount of data depend-
ing on types of applications. We assume that a vehicle has
enough processing and storage to handle such data. In a tra-
ditional static sensor network, sensor data is usually pulled
by the data sink using a data-centric protocol such as Di-
rected Diffusion [5]. In a mobile sensor network such as
the vehicular network, it is impossible to deliver all the data
detected/collected to the sink: first, because just too much
is detected by such powerful sensor platforms; second, be-
cause the network capacity is too thin because of mobility.
We assume that most of the sensed data stays with mobile
node. To access data in the mobile storage, we need to de-



sign a protocol that can not only harvest events but also re-
trieve data from remote storage. However, providing such
services is nontrivial in the following reasons. First, be-
cause sensor nodes are mobile, we need to keep track of
their location to retrieve data from a specific node, thus re-
quiring a location service. Second, for efficient retrieving
and searching of large distributed storage, we need an in-
dexing for ease of access.

In this paper we present a set of design choices to
solve the aforementioned data harvesting problem in mo-
bile sensor platforms. From this we propose two storage
architectures based on the availability of infrastructureand
the methods of advertisement: Content-Addressed Storage
(CAS) and Mobility-Assist Storage (MAS). CAS utilizes
Infostations by hashing the key of an event to a specific In-
fostation while MAS opportunistically disseminates events
by “relaying” or sending events only to one’s neighbors. We
show that CAS is adequate for time-critical applications, but
MAS is used for delay-tolerant applications only if there
is no Infostations available. We then propose novel data-
harvesting protocols for CAS and MAS. In CAS, Infosta-
tions are used to provide all services, such as event retrieval
and a location service. But in MAS, a mobile agent harvests
opportunistically disseminated data by actively queryingits
neighbors.1 In fact, our protocols are based on a cross-
layer optimization technique where the application layer of
data harvesting is intertwined with routing and location ser-
vices. The reminder of the paper is organized as follows. In
Section 2 we state protocol design spaces of mobile sensor
platforms. Section 3 and 4 describe our proposed protocols:
Infostation-based and Mobility-assist data harvesting proto-
cols. Section 5 concludes this paper.

2. Protocol Design Issues in Vehicular Sensor
Networks

In this section we describe characteristics and assump-
tions of the vehicular sensor network. We then state the
possible design space of vehicular sensor network protocols
and propose new storage architectures.

2.1. Characteristics and Assumptions of Ve-
hicular Sensor Networks

We assume that vehicles communicate through a wire-
less interface, implementing a CSMA/CA MAC layer pro-
tocol that provides a RTS/CTS/DATA/ACK handshake se-
quence for each transmission. To provide a short- to
medium-range communication, we also assume that the
Dedicated Short Range Communication (DSRC) [9] is sup-
ported. This is a new technology operating in the 5.9 GHz

1Here a mobile agent is not a software agent, but a mobile sensor node
that is moving and harvesting information from its neighbors.

band and achieving a data rate up to 27 Mbps within a range
of 1000m. DSRC allows two modes of operations: (1) ad
hoc mode characterized by a distributed multi-hop network
(vehicle-vehicle) and (2) infrastructure mode characterized
by a centralized mobile one-hop network (vehicle-gateway).

Unlike conventional ground sensor networks, vehicular
sensor networks are not subject to major limitations such as
storage size, computation power, and energy consumption.
In a vehicular sensor network, we assume that each vehicle
has a relatively fast processor and a large storage device,
and has enough energy to operate such devices. In addition,
each node is equipped with an onboard sensing device that
either generates a small amount of data such as seat occupa-
tion or collision detection, or a more complex data such as
acoustic sensors and cameras. We assume that vehicles not
only have enough storage to handle such streams of data but
also enough computational power to process such data to
extract features of interest. We assume devices participat-
ing in vehicular networks are highly mobile, with a speed
up to 30 m/s, but their mobility patterns are predictable due
to the constrained movement imposed by the road system
and constrained speed imposed by speed limits, traffic con-
ditions and signals. In fact, the mobility of vehicular sen-
sors poses challenges to the communication system. Mo-
bility undermines the reliability of communication and also
causes the topology to continuously change.

To summarize, vehicular sensor networks have the fol-
lowing characteristics: (1) no power, computational or stor-
age constraints, (2) high but predictable mobility (e.g., trav-
eling on roads), (3) large-scale deployment (e.g., vehicles in
large cities) (4) unreliable communications due to mobility
or network partition, and (5) mobile storage that carries vast
amounts of generated data.

2.2. Design Space

We first show design space specifically addressing event
representation and infrastructure availability. Based onthis,
we propose two different storage architectures: Content-
Addressed Storage (CAS) and Mobility-Assist Storage
(MAS).

2.2.1 Event Representation

Since a mobile sensor needs to diffuse events, data repre-
sentation of sensed events is important. In this paper, for the
sake of presentation simplicity, the node can simply diffuse
either “data” or “meta-data” of events where “data” is raw
information of the event and ”meta-data” is short but cru-
cial information of an event. For instance, if a sensor node
has taken a picture of a certain location, then it can process
the image and extract features of interest. It can further use
knowledge bases to automatically generate a meta-data of



the image [12]. In fact, in a vehicular sensor network it is
impractical to send large images or video clips due to lim-
ited bandwidth. Instead of sending full data, a mobile node
can send meta-data of events. Thus, a user can query other
peers by specifying meta-data of interest. The user then ob-
tains a list of peers where to send data request messages to
retrieve data.

2.2.2 Infrastructure

The holistic architecture can be divided depending on the
existence of infrastructure. If there are Infostations avail-
able, they can be used to provide fixed locations for storing
meta-data (harvesting) and a location service (retrieving).
Infostations are further classified based on the connectiv-
ity between Infostations, but providing connectivity through
wired or wireless backbones is expensive and not feasible in
many cases, and thus in this paper we focus on Infostations
without any connectivity. However, if there is no Infostation
available, then we need to rely on epidemic meta-data dis-
semination techniques to provide such services, i.e. event
harvesting and retrieving. In this paper we use a “relaying”
technique where data is opportunistically disseminated us-
ing node mobility.

2.2.3 Advertisement Architectures

Assuming that we use meta-data, the question is how to ad-
vertise meta-data of events. A naı̈ve way is to flood every
event, but this is not appropriate for large-scale vehicular
sensor networks for the following reasons. First, a flooding
based scheme is not scalable. Since every vehicle has some
data to report, there will be too many data sources and they
will generate too much data. Second, when a network is
partitioned, some valuable messages can be lost. In a large
scale vehicular sensor network, not only agents but also reg-
ular nodes could be located at disconnected locations. Thus,
any protocols solely relying on flooding will suffer message
loss.

Instead of flooding, we could either publish events to re-
mote locations (remote push) or only to one’s neighbors (re-
laying). In the case of remote push, meta-data of sensed
events is stored remotely, e.g., in nodes near a geographic
location, by hashing the key of the events. To deal with the
high churn rate of mobile nodes, we propose to use Infosta-
tions. We call this architecture “Content-Addressed Storage
(CAS).” In contrast, in the case of relaying, a mobile node
relays meta-data of sensed data to its neighbors, so meta-
data is opportunistically disseminated due to mobility. We
call this architecture “Mobility-Assist Storage (MAS).” In
the following sections, we describe both protocols in de-
tail.
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Figure 1. Key Hashing using Infostation Map

3 Infostation-Based Data Harvesting

In this Section we propose a protocol using CAS to min-
imize event delay latency. To this end, we describe an In-
fostation deployment strategy which is similar to a com-
mon peer-to-peer content distribution architecture [10, 11].
Based on this, we explain how events are efficiently har-
vested and retrieved.

3.1 Infostation Layout

Infostations can be deployed in a city by considering var-
ious facts. One important factor will be traffic conditions;
the more vehicles, the more Infostations. When deploying
Infostations, we divide 2-D Cartesian space into zones, and
for each zone we place one responsible Infostation. Fig. 1
shows an example Infostation layout. For example, Infos-
tation D resides in the area of{(R/2, 0), (R, R/2)} and is
responsible for storing data which is mapped in that area.

As Infostations are mapped into 2-D Cartesian space,
adding or removing an Infostation is not difficult. For ex-
ample, to add a new Infostation to the zone in which the
Infostation A resides, we simply divide the area by half and
put the Infostation into the bottom area,{(0, 0), (R/4, R/4)}.
Similarly when we remove an Infostation, the zone will be
merged into the larger zone. For example, when we remove
Infostation C, then all the data collected in C will be for-
warded to B. Note that both mobile nodes and Infostations
in the network have the map of Infostations. After any up-
date, the new table must be broadcast. Since Infostations
are static, such updates rarely occur, and thus the costs of
such updates is very limited.

3.2 Event Harvesting

To store events we simply assume that meta-data contain
a key field. Then, we determine a geographical location,
by hashing the key through a couple of hash functions that
outputx andy coordinates. By looking up the Infostation
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Figure 2. Opportunistic Data Aggregation

map, a sensor node can find the Infostation responsible for
that location. From this, it can send data to the destination
Infostation. For example, in Fig. 1, a newly detected event is
mapped into the zone which is under control of Infostation
D. It forwards the message to D using a typical geo-routing
scheme [6]. In the case of event notification, we need to use
a pub-sub system in Infostations. Those who are interested
in some events must register with Infostations to receive the
events.

When detecting an event, sensor nodes near the source
of the event tend to detect the same event at the same time.
For example, in Fig. 2 nodes A and B detect the same ab-
normal feature of node C and then want to publish the data.
In this case, the feature is mapped into Infostation F. Multi-
ple copies of the event will be forwarded to F using a geo-
routing scheme. Thus, when the messages are forwarded to
F, they will primarily travel the same path. This allows us
to opportunistically aggregate multiple copies of the same
event, thus minimizing unnecessary data transfer to the tar-
get Infostation.

As meta-data is stored in Infostations, Infostations be-
come distributed indexes. For example, the agent sends a
query and then gets a list of peers that actually have the data
of interest. Then, it can send data request queries to those
peers. Another approach is that an Infostation processes
a query and then sends the result back to the user. This
incurs computational and communication overhead, but if
the data accessed shows temporal correlation, i.e., is repeat-
edly requested over a period of time, then this actually re-
duces overall communication costs. Note that when a net-
work is partitioned and intermediate nodes are not able to
forward messages to Infostations, we use “relaying” tech-
niques which we will elaborate in the next section.

3.3 Data Access

In order to support the access to the actual data, our
cross-layer solution includes a routing protocol. Generally,
in vehicular sensor networks packets are routed according
to geographic forwarding schemes. However, a prerequisite
of geographic routing is a location service which allows a
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Figure 3. Event Notification

source node to obtain the location of a destination before
data traffic follows. In contrast to this approach, we exploit
an hybrid approach that intertwines a location service and
routing using node encounter history [1, 2]. The intuition
behind such schemes is that node-encounter history or last-
encounter information generally provides a rough yet use-
ful estimate of the current network topology. It is interest-
ing to note that we can publish last-encounter information
in the same way that we do regular features. For example,
in Fig. 2 node C’s last-encounter information can be pub-
lished by its nearby nodes A, B, and D. This information
will be delivered to Infostation F, and in the same way we
can opportunistically aggregate the information. Since last-
encounter information is based on time, we set the maxi-
mum threshold that we can aggregate between two arrivals.
Let t be the aggregation window. Any encounter informa-
tion that arrives within periodt will be simply dropped and
will not be forwarded. An important fact is that when the
data packet is sent, it is originally set as a stale location
due to the delay introduced by the update aggregation. But
when the packet travels near the area, as in the dotted circle
in Fig. 2, nearby nodes have fresh last-encounter informa-
tion of the destination and thus, by refining estimates, the
packet can be delivered to the destination.

4 Mobility-Assist Data Harvesting

In [7, 13] relaying is used to deliver a message to the des-
tination in case of temporal disconnection. In this paper we
further extend this idea and use it for both dataharvesting
and remotedata access.

A mobile sensor node meets other sensor nodes when
they are within its communication range. At that moment
the sensor node advertises the data collected over a fixed
period of time to its neighbors. Each neighbor node will
receive a snapshot of collected data by the sender sensor
node. In this way, the data is opportunistically diffused into
the network. Finally, a mobile agent harvests the collected
data by proactively querying its neighbors. Note that a mo-
bile agent also can detect an event in the same way. For



example, in Fig. 3 there are two sensor nodes, C1 and C2.
While sensor node C1 travels, it gathers information. A
black triangle sign denotes that C1 has encountered other
sensor nodes. For ease of explanation, we assume that there
is only a single encounter, but in reality any nodes within
C1’s communication range are considered encounters. In
this example, assuming that the current time isT , at time
T − t4, C2 encounters C1. At that moment, C2 can receive
all the meta-data collected over a fixed period of time by
C1. Then the agent can later query C2 and get snapshots
from C1 and C2 at timeT − t4.

To access data, as in “Infostation-Based Data Harvest-
ing,” we use last-encounter-based routing protocols [1, 2].
To this end, last encounter information is piggy-backed
when mobile nodes are advertising meta-data of events. An
agent queries its neighbors to retrieve meta-data collected
which also contains information of data source. Sensor
nodes are continuously receiving advertisements, and up-
date last encounter information of encountered nodes. If
the agent finds meta-data of interest later on, it can send a
data request packet to the target using last-encounter-based
routing protocols.

Note that this idea is related to data MULEs [8] in static
sensor networks which pick up data from sensors when in
close range, buffer it, and drop off the data to wired access
points. However, our scheme uses mobility-based oppor-
tunistic dissemination to further expedite data harvesting.

5 Conclusion

In this paper we investigated the space of protocol de-
sign alternatives for vehicular sensor networks. Based on
the availability of infrastructure and the methods of ad-
vertisement, we proposed two different storage architec-
tures: Content-Addressed Storage (CAS) and Mobility-
Assist Storage (MAS). In CAS, meta-data of sensed events
are stored remotely, i.e., in a geographic location by hash-
ing the key of the events. But in MAS, a mobile node relays
meta-data of sensed data to its neighbors, so meta-data is
opportunistically disseminated due to mobility. For CAS,
we proposed an Infostation-based data harvesting protocol
where the network is divided into zones to deploy Infosta-
tions, and geographic hashing is used to publish and retrieve
information. For MAS, we proposed a mobility-assist data
harvesting protocol where relaying is used to disseminate
sensed data, and routing and a location service are also pro-
vided to access events of interest. The reader will observe
that there are applications which are delay tolerant, but with
finite delay constraints. In this case, if both search modes
are available, it will be of interest to investigate the tradeoffs
of using one or the other scheme. The choice will depend on
various parameters, including mobility patterns, data traffic
load, etc.
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