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Smartphones can unobtrusively capture human behavior and contextual data such as user interaction and mobility. Thus

far, smartphone sensor data have primarily been used to gain behavioral insights through correlation analysis. This paper

provides a tutorial on the causal analysis of human behavior using smartphone sensor data by reviewing well-known matching

methods. The key steps of the causal inference pipeline employing matching methods are illustrated using a concrete scenario

involving the identiication of a causal relationship between phone usage and physical activity. Several practical considerations

for conducting causal inferences about human behaviors using smartphone sensor data are also discussed.

CCS Concepts: · Human-centered computing→ Empirical studies in ubiquitous and mobile computing;Mobile

devices; · Computing methodologies→ Causal reasoning and diagnostics.

Additional Key Words and Phrases: Smartphone Sensor Data, Causal Inference, Human Behavior, Observational Study

1 INTRODUCTION

We are living in an era of ubiquitous computing, where mobile devices can collect everyday life łhuman dataž
anywhere and anytime (e.g., physical activities and phone usage). People interact with their smartphones, which,
in turn, enables their seamless integration into smart spaces connected via the Internet of Things (IoT) technologies.
Such smart devices can capture users’ behaviors and their contexts using multiple types of sensors and data
logging features, which can be used to track everyday life activities (e.g., physical movement and interaction
with a smartphone) and contexts (e.g., health states, visited places, and ambient light/noise) [19, 48, 74].

In general, human data from smartphones (hereafter, denoted as łsmartphone sensor dataž) can subsequently
be converted into features that depict user activities, emotions, and contexts [41, 54]. Such features are also used
to perform łdigital phenotyping,ž that is, to uncover behavioral correlates of speciic diseases or symptoms (e.g.,
reduced mobility patterns observed in depression patients) [32, 73]. The common objective of these approaches
is to acquire insights into the users’ daily lives by learning correlations from data [9] to provide them with
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intelligent support, such as monitoring and diagnosing health conditions, predicting symptoms, or providing
personalized interventions [15, 65].
Recently, smartphone sensor data have been used to identify the causal relationships among various human

behaviors and contexts. For instance, Tsapeli and Musolesi [75] examined the causal efect of place visits on stress
levels and found that spending time in places other than home and university had a positive efect on reducing
stress. Other studies have investigated the causal relationship between user emotions (e.g., activeness, happiness,
and stress) and mobile phone interactions (e.g., notiication, mobile app usage, and communication) [53, 62], or the
smartphone usage and the incoming notiications [77]. Causal inference using smartphone sensor data is essential
in the mobile health ield, particularly when designing and evaluating behavior intervention technologies [40].
One way of estimating the efect of behavior intervention technologies is to measure how frequently they are
used (i.e., engagement), determine whether the user follows the prescribed intervention (i.e., adherence), and
examine the causality with the target symptom [51].

The primary challenge in causal analysis with smartphone sensor data is that we must rely on an łobservational
study,ž where data is collected without controlling for any factors [56]. Covariates, including confounding variables
(those causally related to both treatment and outcome), can be handled through either an experimental design,
such as a random assignment, or a pseudo-experimental design with post-hoc covariate balancing with matching
methods, which is the topic illustrated in this tutorial. Here, covariate balancing means that samples for both
treated and control groups (e.g., more versus less phone usage) are selected or matched to ensure similar
characteristics or covariate distributions (e.g., gender and age composition), preventing potential biases that may
arise from non-randomized data.
However, previous studies in the ield of mobile computing [53, 75] provide little explanation of how to

preprocess the raw smartphone sensor data and balance the covariates within them, which is a prerequisite for
estimating causal impact in an observational study. Despite the importance of covariate balancing, researchers
usually apply one method, instead of examining reliability using multiple methods, and rarely mention balancing
failures, which might sometimes occur in practice. Moreover, factors that should be more carefully considered
when inferring causality, particularly due to the unique properties of smartphone sensor data (e.g., very short but
frequent interactions), are seldom discussed.

This study provides a comprehensive tutorial on inferring causality based on real-world human data collected
by mobile phones. For the sake of illustration, we investigate the representative causality scenario that human
behaviors can be explained with smartphone sensor data, speciically, whether mobile app usage causes changes
in physical activity. Although previous studies have reported that phone usage is negatively associated with
physical activity [3, 28, 45, 46], they relied on self-report based subjective phone usage data, which may fail to
capture moment-by-moment interactions with devices or habitual use. In contrast, this work leverages objective
human data to explore what everyday data tells about the causal relationship between the two behaviors.

The structure of this paper comprises ive sections. First, we introduce how causal inferences can be conducted
in observational studies using smartphone sensor data. In particular, this work focuses on łmatching,ž one of
the most widely used methods for balancing covariates, in which samples from treated and control groups
are matched based on the similarity of their covariates. There are various ways of matching depending on
how the similarity is deined (e.g., propensity score matching uses the probability of being treated for given
covariates when measuring the similarity). Second, we propose a pipeline for conducting causal analyses based
on smartphone sensor data. The process involves four steps: (1) scenario setting, (2) data preprocessing, (3)
covariate balancing, and (4) treatment efect estimation. A detailed explanation is given on how to set the scenario
and variables of interest, how to process the raw data to extract features about behaviors and contexts, how to
balance the covariates to create a set of samples similar to a randomized trial, and how to estimate the efect
and evaluate the causality. Third, we ofer a case study illustrating the practical application of the proposed
analysis pipeline to a real-world dataset obtained from 49 participants over 7 days. We present the inferred causal
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relationships across various scenarios for each participant, estimated using four diferent matching methods
aimed at balancing covariates. To validate our indings, we applied the same analysis pipeline to an additional,
larger dataset gathered from 23 participants over 6 weeks, demonstrating consistent trends in causal relationships
across the scenarios. Fourth, we employed causal forest, a machine learning technique for balancing covariates
and estimating treatment efect, on the same dataset and conducted cross-validation of our indings obtained
through traditional matching methods. Finally, we discuss several practical considerations that researchers might
face when utilizing the proposed analysis pipeline on their smartphone sensor data.

The main contributions of this study are as follows:

• We provide a step-by-step tutorial on causal inference based on smartphone sensor data, proposing a causal
analysis pipeline and applying it to real-world datasets.

• We make the code and example dataset used in our tutorial available for further studies. The dataset and
source code of this study are available at https://bit.ly/3ysuxNV.

• We demonstrate the application of four well-known matching methods to explore the reliability of causal
inference in terms of covariate balance and estimated treatment efect.

• We discuss practical considerations that researchers might face when making causal inferences based on
smartphone sensor data and propose several suggestions.

2 AN OVERVIEW OF CAUSAL INFERENCE BASED ON OBSERVATIONAL DATA

This section introduces background information on making causal inferences using smartphone sensor data,
including (1) an overview of the concept of causal inference in terms of the potential outcomes framework; (2) a
description of how covariates can be balanced in observational studies; and (3) a discussion on the łmatchingž
technique, which is the main covariate balancing method utilized throughout this tutorial.

2.1 Causal Inference and Potential Outcomes Framework

One of the key goals of statistical inference is to deduce the causal relationship between variables. For instance,
when validating the efect of a new medicine, the researcher’s primary question would be whether taking this
medicine causes an improvement in the target symptom, i.e., łWhat would be the sole and direct efect of the

medicine on the target symptom, compared to when the medicine is not taken?ž
The potential outcomes framework [59], also known as the Rubin causal model, can be used to answer such

causal questions by deining an appropriate counterfactual for a given treatment. A potential outcome is the
outcome that a subject would have shown if they were to receive the given treatment value. In practice, this
approach faces a fundamental limitation in that we can observe only one potential outcome from one subject at a
time [31]. In other words, because we cannot create a copy of a subject that is exactly the same as the original in
everything except for treatment assignment, it is impossible to measure the treatment efect (i.e., the diference
in potential outcomes) at the individual level. Instead, the evaluation needs to be done at the population level by
comparing the outcomes between groups of treated and control subjects in which everything but the treatment is
identical.
Randomized controlled trials (RCTs) are rigorous experimental studies regarded as the gold standard for

estimating causal efects. RCTs generate treatment groups that enable unbiased non-parametric estimation of the
direct treatment efect. In typical RCTs with binary treatment, subjects are randomly assigned to either the treated
or control group (treatment assigned or not, respectively) to statistically control the efect of the covariates (or
confounding variables), which might otherwise alter the treatment assignment, outcome, or both. Because the
treatment assignment is random, the distribution of the covariates can be considered the same for the two groups,
which then allows the outcomes from each group to be regarded solely due to the treatment given. If the mean
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diference between the outcomes from the two groups is statistically signiicant, a causal relationship between
the treatment and the outcome can be inferred.

2.2 Covariates in Observational Studies

In many studies, particularly those involving humans, random allocation of subjects is not possible [56]. For
example, it can be diicult when an RCT becomes very expensive due to the complexity and multiplicity of test
conditions that need to be considered, or because of the long time that it takes for the results of a given treatment
to become visible [58]. Previous studies have noted that RCTs may not be appropriate in practice, particularly in
the ield of health interventions and services due to reasons such as insuicient subjects, lack of generality, and
contamination of control groups (e.g., when subjects are unexpectedly exposed to the intervention) [7, 61]. In
addition, especially in health-related studies, the random allocation of subjects may pose ethical concerns as
noted in [16, 18, 20].

In these circumstances, the data can only be collected through observational studies in which the allocation of
the subjects to either the treated or control group cannot be controlled by the researchers. This leads to potential
biases (e.g. confounding bias) that are not controlled for and, hence, the outcomes from both groups cannot be
directly compared to estimate the treatment efect. Alternatively, we must adjust for covariates that could afect
the treatment or outcomes and create biased estimations of the causal efect. There are diferent strategies for
adjusting for such covariates [79, 83], but in this tutorial, we focus on łmatching,ž which is readily applicable and
easy to understand.

2.3 Matching for Covariate Balancing

Matching is a straightforward and widely used method for balancing the distribution of covariates between
treated and control groups. Rooted in the potential outcomes framework, the primary objective of this method is
to create matching pairs of samples that difer in whether a given treatment is administered, but have similar
covariate values so that they can be considered counterfactual to each other.

As matching artiicially creates a dataset with balanced covariates that mimic randomized trials, to identify the
treatment efect, the data used in the matching process should irst comply with the following assumptions [39, 57].

• Stable unit treatment value: Assigning the treatment to one sample does not afect the potential outcome
of another (i.e., no interference between samples), and only one version of the treatment is available.

• Strong ignorable treatment assignment: Given a set of pre-treatment covariates, the assignment of the
treatment is independent of the potential outcomes, and there is always a positive probability of being
treated for every set of covariate values (i.e., the treatment assignment is not deterministic).

• Consistency: The potential and observed outcomes under a particular treatment are equal if the same
treatment is administered.

As suggested by Stuart [67], diferent types of matching can be performed depending on detailed criteria such
as the matching ratio, matching algorithm, the replacement in matching, setting a caliper, and the way of deining
the distance between samples. The matching ratio determines how many samples are used from each group to
create the matched pairs. Since there are usually more control samples than treated in observational studies, when
matching at a 1:1 ratio, the remaining unmatched control samples are generally discarded. However, additional
control samples can be utilized when there are enough of them to increase the matched sample size, although the
increased imbalance from the larger distance should be simultaneously considered, or 1:k matching be conducted
instead of 1:1 matching.
Matching can be either greedy (also known as łnearest neighborž) or optimal, depending on whether the

distance between the remaining unmatched samples or the sum of distances between all pairs of samples is
minimized, respectively. In greedy matching, the order in which the samples are matched may afect the resulting
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covariate balance, as opposed to the optimal approach. Nevertheless, previous literature [24] found that the two
algorithms are not signiicantly diferent in creating well-balanced groups. To compensate for the insuicient
number of controlled samples or to mitigate the efect of the matching order, matching can be performed by
allowing the replacement of samples, that is, using the same sample more than once. To increase the quality of
covariate balance, we can also adjust the caliper, i.e., the threshold of maximum distance that determines the
matched samples.
In addition to these matching criteria, the deinition of closeness (i.e., distance) between the samples can

generate multiple variations of the matching method. One of them is the exact matching, which matches samples
only when they have the same value for each covariate. This approach assigns a distance of 0 when samples are
identical in all covariates (matching), or ininity otherwise (not matching). However, this is diicult to implement
in practice, especially when the number of covariates is large or when they are not discrete but continuous
variables. Therefore, relaxed distance metrics have been proposed to search for the most similar rather than
perfectly identical pairs of samples.

The propensity score matching technique summarizes the set of covariates into one scalar value and determines
the closeness based on the absolute diference between sample scores. By deinition, the propensity score
represents the conditional probability of assigning a treatment given a set of covariates [57]. This score is typically
estimated by conducting a logistic regression of treatment (i.e., treated or not treated) on covariates [67], but other
methods such as classiication trees, random forests, or neural networks could also be utilized in the estimation
process [30].
The propensity score can also be applied diferently. Full matching [55], a special type of propensity score

matching, divides samples into diferent strata based on the distribution of propensity scores and then matches
samples to those within the same stratum. Because particular boundaries are irst set based on the propensity
scores and then samples are matched within them, the resulting matched samples could have closer propensity
scores [26].

In Mahalanobis distance matching, the distance between samples is measured by directly using each covariate
value rather than using another representative value. The distance between samples calculated in this method is
similar to the Euclidean distance, but its formula uses the inverse of the covariance matrix of the covariates [14].
Here, the covariance matrix acts as a scaling factor that transforms the covariate space, enabling the comparison
between covariates based on the same unit variance as when measuring the distance between covariates with
diferent scales. Furthermore, as this matrix takes the covariance between two covariates into account, it can
reduce the distortion in distance measurements, especially when they are highly correlated.

Coarsened exact matching [35] is a relaxed version of exact matching, which splits each covariate into a certain
number of intervals and considers the samples to be equal on the covariate as long as they are within the same
interval. Unlike propensity score or Mahalanobis distance matching, which deal with the covariates as a whole
when measuring distance, this approach can separately control the imbalance bounding (i.e., the worst allowable
balance) of each covariate [34]. As suggested by its name, each variable is coarsened into several groups (e.g.,
converting the variable łeducation period (in years)ž into groups such as high school, BA, MS, and Ph.D.) and
samples are matched within each group. In cases where multiple covariates exist, the combination of these
coarsened intervals generates coarsened łbinsž, and only the samples (from each group) within the same bin will
be counted as matched samples.

Moreover, in coarsened exact matching, the degree of balance is determined by setting the number of cutpoints
(i.e., points where variables are split during the coarsening). A higher number of cutpoints results in smaller bins,
thus making the samples within the same bin almost as identical in covariates as they would be in the exact
matching method (i.e., better covariate balance). However, inding pairs of samples within smaller bins becomes
harder, which reduces the number of successfully matched samples. Consequently, this method may prune a lot
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of unmatched samples even if the treated ones are included, so one should carefully consider the balance between
increasing the covariate balance and reducing the discarded samples.
Suppose we select sample � and sample � from the treated and control groups, respectively. Also, let X� =

{��1, ��2, ..., ��� } and X� =

{
� �1, � �2, ..., � ��

}
denote sets of � chosen covariates for samples � and � , respectively.

Then, the distance between samples from the treated and control groups, according to diferent covariate balancing
matching methods, is computed as follows:

• Exact matching

���� =

{
0 if X� = X�

∞ ��ℎ������

• Propensity score matching

���� =
���� − � �

��

where �� = �� (�� = 1|X� ) that denotes the estimated propensity score of sample � , and�� is its treated state
either 1 (treated) or 0 (control)

• Mahalanobis distance matching

���� =

︃
(X� − X� )� S

−1 (X� − X� )

where S is the covariance matrix of covariates

S =



��� (�1) ��� (�1, �2) · · · ��� (�1, �� )

��� (�2, �1) ��� (�2) · · · ��� (�1, �2)
...

...
. . .

...

��� (�� , �1) ��� (�� , �2) · · · ��� (�� )


• Coarsened exact matching

���� =

{
0 if � ∈ �� ∧ � ∈ ��

∞ ��ℎ������

where �� is �th coarsened bin

In practice, researchers can combine several criteria and the distance metric to ine-tune the strategy for
matching samples. For instance, one can set the matching as ł1:2 nearest neighbor propensity score matching

without replacement using a caliper of 0.25 standard deviations of the propensity score.ž

3 REVIEW OF THE CAUSAL ANALYSIS PIPELINE

In this section, we propose a causal analysis pipeline that examines the existence of causality from human
behavior using smartphone sensor data. Overall, this pipeline consists of four main steps (Fig. 1):

• Scenario setting which determines the analysis target, deines the treatment and outcome variables, and
selects the corresponding behavior and context features that should be extracted from the dataset.

• Data preprocessing where the chosen features are extracted from the raw smartphone sensor data and
aggregated into a dataset characterizing human behavior and contexts within particular time windows.

• Covariate balancing that matches the control and treated samples having the most similar covariates
thereby balancing the distribution of covariates (as in RCTs).

• Treatment efect estimation which involves measuring the average treatment efect and inferring the
existence of a causal relationship.

ACM Comput. Surv.



A Tutorial on Matching-based Causal Analysis of Human Behaviors Using Smartphone Sensor Data • 7

Scenario Setting

?

Data Preprocessing

Behavior and context features

…

Hypothesis (causality)

Covariate Balancing

Matched samples having 

similar covariates

… …

Treatment Effect Estimation

Control Treated

vs.

Average treatment effect

Outcome

Preprocessed dataset

Smartphone

sensor data

Feature

extraction

Matching

vs.

Treatment

Fig. 1. The causal analysis pipeline proposed in this tutorial, consisting of 4 steps: (1) scenario seting, (2) data preprocessing,

(3) covariate balancing, and (4) treatment efect estimation

In the following subsections, we further elaborate on the details of each of these steps. Special emphasis is
made on the discussion on data preprocessing, where we describe how to extract the key features from the
smartphone sensor data representing the user’s interactions with a smartphone, their physical activity, and the
surrounding contexts. In addition, in the covariate balancing subsection, we introduce four diferent matching
techniques applied throughout this tutorial, which are widely used and actively discussed in causal studies from
various ields.

3.1 Scenario Seting

The scenario setting step determines the target domain and scenario for the causal inference and speciies the
corresponding features that should be extracted from the smartphone sensor data. This process begins by setting
up a hypothesis of treatment and outcome variables. The hypothesis for the case study presented in this tutorial
is that łchanges in mobile app usage cause variations in physical activity level.ž Therefore, the existence of causality
will be evaluated by comparing the degree of physical activity in two groups with diferent levels of mobile app
usage.

However, as łmobile app usagež or łphysical activity levelž may be ambiguous to measure, features are needed
to specify these high-level human behaviors. For instance, features such as the łlaunch countž and łusage timež
of apps can be deined to assess the łmobile app usagež level, as in [53]. These features respectively describe
how frequently and for how long the user interacts with an app. In addition, mobile app usage can be analyzed
by overall or categorical use, rather than by individual apps, to capture the general usage trends and make the
results from multiple users comparable even if they use diferent apps. In the case of physical activity level, the
łsedentary timež quantiies how long a user remains still, such as when sitting indoors or riding a vehicle, thus
measuring their physical inactivity.
In addition to the treatment and outcome variables mentioned above, context variables, such as location and

time, should also be considered because they may afect human behavior and its corresponding causal relationship.
For instance, the use of entertainment apps (e.g., games) will be low when users are focused on their tasks at
work, where access to these apps is deterred. Similarly, their sedentary time will be longer at night when they
are resting back home. Thus, the analysis should link location and temporal information, e.g., by recording the
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time spent at certain places (e.g., home, work, and others) or activities occurring at diferent times of day (e.g.,
morning, afternoon, evening, and night).

3.2 Data Preprocessing

The data preprocessing stage extracts the features deined in the previous step from the smartphone sensor data
and constructs a preprocessed dataset that will be directly used for making the causal inference. This step starts
by cleaning and organizing the data to prevent invalid data, such as missing values and outliers, from leading to
misleading conclusions. In addition, users with too much missing data (e.g., data was not collected for more than
24 hours) are excluded from the analysis, assuming that their data was not appropriately collected.

Subsequently, the features are extracted from the raw smartphone sensor data characterizing human behavior
and context. Although data types may vary depending on the purpose of the study, they can divided into two
main types: data collected through passive sensors (e.g., GPS or accelerometer) and data generated by active
user interactions (e.g., launching mobile apps or making phone calls). Based on data that can be collected using
Android APIs, we illustrate below how to extract the key features that are used in this tutorial to evaluate the
relationship between smartphone use and physical activity, namely, (1) mobile app usage, (2) sedentary time, (3)
location, and (4) time.

3.2.1 Mobile App Usage. Mobile app usage can be inferred based on two usage event types, MOVE_TO_FOREGROUND
and MOVE_TO_BACKGROUND, as illustrated in [2]. Note that after Android API level 29, these events were deprecated
and logged as ACTIVITY_RESUMED and ACTIVITY_PAUSED, respectively. When the user launches an app, it is
moved to the foreground (i.e., fully occupying the current screen) and an event of type MOVE_TO_FOREGROUND is
recorded. In contrast, when the app is closed and no longer in use, it is moved to the background (i.e., moving
away from the current screen) and an event of type MOVE_TO_BACKGROUND is registered. This implies that the
time between these two event types for a given app can be interpreted as łscreen timež [66] during which the
user is actively interacting with mobile apps.
As in Fig. 2 (a), the launch count and usage time of an app can then be measured based on the number and

duration of these screen time events, respectively. However, interactions may occasionally be missed, which
results in unmatched pairs of event types, for instance, two successive and repeated MOVE_TO_FOREGROUND or
MOVE_TO_BACKGROUND events. This can be handled by removing one of the repeated event types to complete the
pair, assuming that the two events happened but one of them was not logged correctly. Also, since the focus is on
measuring the user’s active interactions with mobile apps, other recorded event types, like simple screen-on/of
events or incoming notiications, are excluded.
Furthermore, the launch count and usage time of an app can be aggregated to examine how changes in the

overall usage of apps belonging to speciic categories afect the levels of physical activity. In general, the categories
registered in Google Play are used to classify the apps. However, there may be categories of apps that are very
rarely launched and simply increase the number of insigniicant features. Thus, it is suggested that such rarely
used apps are iltered out during data preprocessing or that the number of categories is reduced by grouping
similar apps as proposed in [70].

3.2.2 Sedentary Time. Assuming that users bring their smartphones wherever they go, sedentary time can be
measured based on the physical activity inferred by the Android system. Android APIs such as Activity Recognition
and Activity Transition are useful for identifying the activity type and measuring the user’s sedentary time.
These APIs can detect diferent types of physical activities, including STILL, WALKING, RUNNING, ON_BICYCLE, and
IN_VEHICLE, and the APIs record the start and end times of the given activity using ACTIVITY_TRANSITION_ENTER
and ACTIVITY_TRANSITION_EXIT.
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B

time

MOVE_TO_FOREGROUND

MOVE_TO_BACKGROUND

App A

Launch count: 1

Usage time: t2 - t1

App B

Launch count: 1

Usage time: t4 - t3

t2t1 t3 t4

timet2t1 t3

STILL

Activity time: t2 - t1

Sedentary time: t2 - t1

WALKING

Activity time: t3 - t2

Sedentary time: 0

ACTIVITY_TRANSITION_ENTER

ACTIVITY_TRANSITION_EXIT

Raw GPS points Clusters of GPS points

Building

GPS data

Labeled significant places

Home

Work

(a) Mobile app usage

(b) Sedentary time

(c) Location

BAA

Fig. 2. Extraction of key features from smartphone sensor data: (a) mobile app usage from the usage event types, (b) sedentary

time from physical activity types, and (c) location from clustered GPS points which converted into labeled significant places

As in the case of mobile app usage estimation, sedentary time is calculated by aggregating the intervals during
which physically inactive events (e.g., STILL or IN_VEHICLE state) are recorded, as illustrated in Fig. 2 (b). For
instance, when sitting down in the oice, driving a car, or sleeping at home, the APIs log STILL or IN_VEHICLE
events, and their duration is counted as sedentary time. Sometimes, when not accurately classiied, the physical
activity type is recorded as łunknownž and these data should be dropped in the preprocessing step.

3.2.3 Location. The location of a user at a building level and at a particular time can be determined by clustering
neighboring GPS data (Fig. 2 (c)). Because GPS data may deviate even if the user is staying at the same place, it is
reasonable to cluster close points and regard them as one location rather than count each of them as a diferent
place.
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Imputation of missing GPS data is required before creating clusters. Because the Android system collects GPS
data only when the user moves more than a certain distance, missing values are possibly due to the user’s lack of
mobility. Thus, the missing values are imputed with the last location recorded in the dataset.
GPS data are clustered based on the neighboring criteria such as distance (e.g., the maximum radius of the

cluster) and timespan (e.g., the duration of stay at a location) [86]. The threshold for each criterion is deined
after overviewing the user’s activities and contexts; for instance, if the buildings at which the user stays are
small or very close, a shorter distance criterion is set to separate the clusters. Also, the clusters generated can
be assigned category labels, such as łhomež, łworkž, łsocial venuež, and łgymž, as in [75], or more abstracted
into signiicant places where people spend most of their time (e.g., home and work) and others [53]. Moreover,
because the user’s location changes over time, measures such as the time spent at a given location are useful to
represent where the user was at a speciic instant.

3.2.4 Time. Considering that human behavior follows some patterns over time, mobile app usage and physical
activity may correspondingly vary over time. The analysis may be done based on ine-grained time intervals,
such as hours, but that would make it diicult to distinguish the user’s behavior by time. Instead, time can be
labeled with semantic meanings, such as morning, afternoon, evening, and night, that denote timespans where
similar events may happen.

Given that smartphone sensor data records time-series events, the features extracted can be divided into time

windows to characterize the events that occurred within each interval. This time windowing allows a better
capture of human behavior, which is a continuum of events rather than a snapshot. In addition, the samples
generated in this process are directly used in conducting the causal inference, for instance, by comparing the
physical activity levels between intervals when the mobile app was used frequently and not.

When setting the time window size, a proper size should be chosen to avoid (1) diluting events that rarely or
shortly happen if the window becomes too large (e.g., hours and days) and (2) generating too many repeated
meaningless values if the window gets too small (e.g., seconds). Throughout this step, researchers can obtain
preprocessed datasets where each sample represents the events (i.e., features) that occurred in a given time
window. In the example of Fig. 3, the time window is set to 15 minutes and all the extracted features, such as
launch count and usage time of entertainment apps or sedentary time during the corresponding window, are
arranged as a single sample.

3.3 Covariate Balancing

The objective of the matching process is to artiicially create a balanced pseudo-population from the observational
data in which the treated and control groups have similar covariate distributions and difer only in whether the
treatment has been administered. Because all variables other than treatment application are balanced, it can be
concluded that any diference in the outcome of the two groups is solely due to the diference in the treatment.

3.3.1 Treatment Group Assignment. Because the features extracted from the mobile data are typically continuous,
it is diicult to assess the causal relationships of interest through matching. Therefore, a simple yet efective
method is to binarize the treatment values so that the subjects can be classiied as either treated or controlled.
For instance, if the researcher selects the łusage time of social appsž as a treatment variable, each sample is
assigned to either the treated or control group depending on whether its usage time is larger than a certain
threshold, such as the average of all the samples. Although previous studies suggested other ways of dealing
with continuous treatment variables [17, 37], binarization is more widely used due to its simplicity. To separate
the treated and control groups more clearly, a threshold can be set so that samples whose treatment values are
close to the average are excluded, as in [75].
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Location
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Time windowing

Fig. 3. A diagram of the preprocessed dataset ater generating samples with 15-minute sized time windows. The table is an

example of one sample, which represents the participant’s behavior and context that happened in a particular 15-minute

window.

3.3.2 Covariate Selection. Next, the covariates that need to be balanced are selected from the dataset. As explained
by Zhao et al. [88], not every variable should be considered a covariate and balanced. Instead, variables that afect
both the treatment assignment and outcome or solely the outcome should be included in the covariate set.
In general, these variables are chosen based on the domain knowledge or results from prior literature, but

studies also proposed an alternative for selecting covariates based on a correlation test between treatment and
outcome variables. For example, if the usage time of entertainment apps is signiicantly correlated with that of
social apps (treatment) and sedentary time (outcome), it should be included as a covariate that requires balancing
before conducting causal inference. This approach assumes that the existence of a (statistically signiicant)
correlation is a necessary condition for causality, and it may be considered as an alternative when there is a lack
of prior knowledge in the domain of interest. However, it should be noted that the correlation test depends on
the correlation measure used.

3.3.3 Matching and Balance Checking. After the covariates are determined, matching is conducted to pair samples
from the treated and control groups that have similar covariate values and can, thus, act as counterfactuals of each
other. In this tutorial, four matching methods based on diferent distance metrics are applied to reach covariate
balance: propensity score matching (1:1 nearest and optimal full), Mahalanobis distance matching, and coarsened
exact matching.

Propensity Score Matching. This tutorial demonstrates two representative propensity score-based approaches,
namely, 1:1 nearest neighbor and optimal full matching. In 1:1 nearest neighbor matching, which is the simplest
and most basic method, each treated sample is paired with the control sample having the most similar propensity
score. As a greedy matching, it selects the closest sample among the remaining unmatched ones every time. On
the other hand, optimal full matching forms several strata by the propensity score distribution and matches
samples within each stratum. When the matching ratio is other than 1:1, weights are given to take the diferent
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numbers of samples into account in estimating the treatment efect. Furthermore, this method creates łoptimallyž
matched pairs by minimizing the sum of distances (of matched samples) within each stratum by controlling the
number of strata and the assignment of the samples.

After matching, the covariate balance is assessed by the similarity of the covariate distribution in the treated
and control groups. For evaluating the balance, several measures can be utilized, such as the standardized mean
diference (SMD), variance ratios, and empirical cumulative density functions [22]. Among them, the SMD, which
is the most widely used, is calculated for each covariate as the diference in mean covariate between treated and
control groups divided by the standard deviation of the covariate among samples. The covariates are regarded as
balanced if the absolute SMD for all covariates is smaller than a certain threshold, for instance, 0.1 or 0.25, as
suggested in [69].

Mahalanobis Distance Matching. Rather than merging the covariates into a scalar as in propensity score
matching, in Mahalanobis distance matching the original values of the covariates are directly used to measure
the distance between the samples. As illustrated in the previous section, in Mahalanobis distance the covariance
matrix is calculated using all the covariates to uniformly transform the variances of the covariates. Mahalanobis
distance matching can be also combined with other criteria such as setting a caliper (i.e., the maximum distance
that allows matching), but this tutorial focuses on the basic format of 1:1 nearest neighbor Mahalanobis distance
matching. Moreover, the covariate balance is evaluated after matching as in the propensity score matching.

Coarsened Exact Matching. Coarsened exact matching generally creates coarsened bins based on meaningful
criteria. However, we propose a simple method for selecting a set of randomly generated cutpoints and inding the
optimal one in cases where no clear coarsening criteria exist. This method is required because human behaviors
and lifestyles may vary by participants, meaning that a global, common set of cutpoints might not be suitable to
balance the covariates of all unique individuals. Therefore, our method begins by randomly generating multiple
sets of cutpoints based on a predeined minimum/maximum number of cuts for each covariate to explore and
assess the diferent coarsening strategies. Then, the cutpoint sets in which all the covariates are well balanced
after coarsened exact matching, evaluated by the same criteria (i.e., the absolute SMD less than 0.1 or 0.25) as in
other methods, are chosen.
Among these balanced cutpoint sets, the one that produces the most paired samples is selected. Speciically,

because the number of control samples is generally greater, the number of pairs should be counted based on
the matched łtreatedž samples. This process yields an optimal cutpoint set from multiple candidates, achieving
balance in all covariates and maximizing matched treated samples. Considering that the optimal set of cutpoints
may vary since it is randomly generated, one can perform matching multiple times and aggregate treatment
efect results from each trial.

3.4 Treatment Efect Estimation

As the inal step of the causal analysis pipeline, the efect of the treatment on the outcome is estimated based on
the samples matched by each matching method. Through matching, the diference between the mean outcome
from the treated and control groups is evaluated by an unbiased estimator of the true average treatment efects.
When the matching ratio between the treated and control samples is 1:1, the same weights are given to all the
samples.
However, methods that create strata, such as the optimal full and coarsened exact matching, may have a

matching ratio other than 1:1, in which case the weights are inversely proportional to the number of samples
of each group. Suppose that there is one stratum composed of �� treated and �� control samples out of a total
number of treated and control samples of �� and �� . In this case, the assigned weights are 1 for the treated and
(��/�� ) for the control to adjust the diferent sample sizes in the stratum. The weights of the control samples
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are then scaled by (��/�� ) so that the total sum of weights from each stratum becomes equal to the number of
matched control samples [68].

There are diferent types of estimands (or values to be estimated via an analysis) for evaluating the treatment
efect, such as the average treatment efect in the population (ATE), the average treatment efect in the treated
samples (ATT), and the average treatment efect in the remaining matched samples (ATM) [23], which are
determined based on the target population and the existence of discarded samples. Among these estimands, the
ATT is the most widely used because studies usually focus on the efect of the treatment on treated samples (e.g.,
the impact of new medicine), and is applicable when each treated sample is matched with either one control
sample or multiple weighted control samples. ATE can be applied when all the samples in the original dataset
are included (after weighting if the ratio is not 1:1) in the treatment efect estimation, for instance, in optimal
full matching. However, if some of the treated samples are pruned after the matching process (e.g., in coarsened
exact matching), the only option to estimate the efect is ATM, which takes into account only the successfully
matched samples.

The treatment efect [21, 38, 50], can be estimated by performing a linear regression between the outcome and
treatment (more strictly, whether treated or not), in which the coeicient of the treatment variable explains the
existence and magnitude of causality. If the coeicient is statistically signiicant (e.g. as determined through a
t-test), it can be concluded that causality between the treatment and outcome variables exists. Moreover, the
magnitude and sign of the coeicient indicate how intense the change in the outcome is due to the given treatment
and whether they are causally related positively or negatively. After all these steps, the estimated treatment efect
should be reported along with additional information such as the matching method, the distance measures (e.g.,
how the propensity score is estimated or how the cutpoints are determined for each covariate), the number of
matched/unmatched samples from both the treated and control groups, and the estimand of treatment efect, as
suggested in [71].
Unlike previous studies on causal inference among diferent subjects, the proposed causal analysis pipeline

focuses on causal relationships among a single participant’s data (i.e., it is subject-level). This is possible because
multiple data points are observed for each subject data in smartphone sensor datasets. Therefore, the resulting
causal relationship may vary between subjects with diferent lifestyles. This implies that a direct inter-person
comparison of the results may not be appropriate since the diferences among people are not controlled. Still, we
may observe a general trend that the causal relationship found only in one speciic person may exist across the
population as well.

4 CASE STUDY

The causal analysis pipeline that we have introduced is now used to illustrate how to conduct the causal inference
using a real-world smartphone sensor dataset.

4.1 Dataset

In the case study, we used a smartphone sensor dataset from smartphones collected in a user’s daily life context.
The data were collected over seven days in 2019 from 74 participants (23 women, average age 23.3 years) in a
large university. In the data collection process, a mobile data collection tool was installed on each participant’s
smartphone, and participants were asked to use their phones as usual. This coniguration is typically used in
prior smartphone sensor data studies [11, 76, 81].

The data collection software [43] tracked three types of smartphone data as follows (note that all events were
logged with a corresponding timestamp in Unix time, allowing us to estimate their duration and frequency):

• Sensor data include location information based on GPS data (i.e., latitude, longitude, and altitude) and
physical activity states inferred from accelerometer values. Android supported APIs for recognizing physical
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activities, and our software logged the type of activity and when each activity began and ended with
timestamps.

• Interaction data detail how a participant interacted with the smartphone; these interactions include
generic applications, voice calls, and text messaging. Data for app usage events consisted of the app’s name
and package name, whether it is a pre-installed app, and the usage event types illustrating whether the app
was moved to the foreground or background of the smartphone screen or any other interactions from the
app. For voice calls and SMS, the collected data included the encrypted ID of the person on the other end of
the line (via a one-way hash function) and the initiator (i.e., incoming or outgoing call/message) and length
of the communication (i.e., the call duration and the message length).

• Device data collected included the status of the smartphone, such as battery level and temperature, and
network status, consisting of data traic, Wi-Fi connection state, and nearby scanned Wi-Fi access points.

Before the analysis, we excluded participants whose data were inappropriate for causal inference, for instance,
if their data were less than 6 days in total, any data were not collected at all, app usage event types were absent,
or the GPS data were too sparse to label signiicant places. Consequently, we included data from 49 participants
in this tutorial.
Moreover, we excluded device data from the analysis because they were not directly related to our target

scenario, as the causal relationship between mobile app usage and physical activity. Voice calls and SMSs were
also not included in this case study, because these events were very sparse in the dataset and would not have a
signiicant efect on the causal relationship. Therefore, in this study, we used smartphone sensor data consisting
of GPS, physical activity type (inferred from the accelerometer), and app usage events.

4.2 Method

In this case study, we consider a personalized view of human behaviors and decision-making, known as idiographic
perspectives [4], by conducting causal inference on subject levels. Personalized data analyses have been widely
used in mobile sensing research [13, 87]. We therefore performed causal inference with each participant’s data
separately based on the causal analysis pipeline proposed in the previous section. Note that individual results can
be aggregated to identify generalizable relationships applicable to all users, known as nomothetic perspectives [6].

First, we examined how the launch count and usage time of the overall app were causally related to sedentary
time.We repeated this process for the six app categories including social, entertainment, information, work, system,
and health. The causal inference was thus conducted for 686 diferent test cases in total from 49 participants, two
usage metrics (i.e., launch count and usage time), and seven diferent scenarios (one overall and six categorical
usages).

As a tutorial, we irst demonstrate howwe ran the analysis in detail here, by selecting one particular sample case
composing one speciic scenario and one participant’s data. Then, we show the results from the 686 diferent cases
in the evaluation section concerning their covariate balance and the treatment efect (i.e., causal relationship).

4.2.1 Scenario Seting. We considered a scenario investigating whether one’s mobile app usage causes changes
in physical activity from the collected smartphone sensor data. Investigation of the causal relationship between
the two behaviors could have considerable potential to identify problematic phone usage patterns that might
negatively afect health or help design an intervention system that primarily targets such harmful usage patterns.
In the case study, we investigated whether the participant’s łusage time on social appsž has any causal relationship
with their łsedentary timež. It is readily apparent in daily life that many people use their smartphones not only
when sitting but also while moving around. Among the various categories of apps, this sample case aims to show
how the duration of interaction with social apps (i.e., usage time) may causally afect sedentary time, resulting in
either longer or shorter sitting duration.
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As a running example in this section, we investigated the causal relationship based on data for one participant
(ID: P27). The social app usage time can be extracted from the interaction data, referring to the name of the social
app and its usage event types (i.e., whether it was opened or closed). In addition, as illustrated in the previous
section, we decided to use the recognized physical activity and when it occurred from the sensor data when
estimating the participant’s sedentary time. Here, we include the launch count and usage time of other categories
of apps in the analysis because they may be covariates that afect sedentary time or both social app usage time
and sedentary time for P27.
In addition, we included context information such as location (GPS) from the sensor data and time of day,

dividing one day into four equal intervals. As in other studies [53, 89], for ease of analysis, we focus on the
signiicant places (i.e., residence and workplace) where people spend most of their time every day and categorize
places other than these as łothersž. Temporal information was used in the form of four time-of-day labels: night
(00:00-06:00), morning (06:00-12:00), afternoon (12:00-18:00), and evening (18:00-24:00).

4.2.2 Data Preprocessing. Data preprocessing involves the extraction of features of behavior and context deter-
mined in the scenario setting step (Fig. 4).

Mobile App Usage. The usage time of social apps was calculated using the following steps: we labeled each app
logged in the dataset with the corresponding category provided by Google Play, and classiied them again as
social if they were in one of the łsocialž, łcommunicationž, and łdatingž categories (Table 1).
Next, we created chunks of app usage events using the event type value; one chunk was created for each

pair of consecutive MOVE_TO_FOREGROUND and MOVE_TO_BACKGROUND events, denoting the interval between the
participant running and closing of the app. When these pairs were not created well owing to the logging issue
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Fig. 4. Extraction of features that illustrate behaviors and contexts of interest from raw smartphone sensor data. The raw

data is processed into low-level features, which then are converted into high-level features that will be directly used in the

causal inference. Note that the sensor data in dashed boxes are collected in the study but excluded as they are sparse or

irrelevant to the analysis.
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Table 1. The app categories used in this study (let column) and the original categories from Google Play (right column)

New Category Categories from Google Play

Social Communication, Social, Dating

Entertainment Game, Entertainment, Music and Audio, Cartoon, Video Players, Art and Design, Photography

Information
Lifestyle, Shopping, Travel and Local, Weather, Food and Drink, Map and Navigation, Beauty,
Books and Reference, News and Magazine, House and Home

Work Productivity, Finance, Education, Business

System Tools, Library and Demo

Health Health and Fitness, Sports, Medical

(e.g., two successive running or closing app events), one of them was removed. Usage time for social apps was
thus estimated by calculating the duration of these chunks. To measure the launch count of social apps, we
counted the number of these chunks of interactions. Following the same process, the launch count and usage time
of other categories of apps were also extracted by calculating the number and duration, respectively, of chunks.

Sedentary Time. The participant’s sedentary time was measured with time intervals, where the activity type
was recognized as either STILL or IN_VEHICLE. Similar to app usage event extractions, we generated chunks of
physical activities for each activity type and its start/end time and aggregated them only when the types were
physically inactive.

Location. We extracted the participants’ location information by creating clusters of GPS data referring to [86]
and labeling them as home, work, or others. When forming the clusters, we empirically determined the best
clustering criteria as a maximum of 25 m in radius and a minimum duration of 15 min stay at that location. The
criteria were suicient in that they could separate buildings in built-up areas and distinguish instances of motion
outside buildings.
After clustering, we obtained 28 diferent clusters of GPS data, indicating buildings in which the participant

stayed for more than 15 min. Of these clusters, the one with the longest stay duration was considered home, and
the other top two clusters were labeled work. We found that this participant’s home cluster was located in his
dormitory inside the university campus, where his GPS data late at night were usually found. In addition, the
clusters labeled as łworkž were found in the main lecture room and library, which were places that appropriately
represented where he worked.

Time. We labeled time information (i.e., time of day) using the four time intervals described earlier. However,
we excluded all the events that occurred at night (i.e., time of day assigned to łnightž) since most of them were
composed of records while sleeping, which did not include either mobile app usage or physical activity.
The features extracted above were then cut based on even-sized, 15-minute time windows to create samples

describing what happened within each window. Each sample thus included all the information for a particular
time, consisting of the app usage, sedentary time, time spent at each location, and time of day. Here, some of the
samples include frequent usage of social apps, while others do not, and this diference will be used to categorize
the samples into treated and control groups in the next step. In addition, we inalized the data preprocessing by
conducting min-max normalization for each feature and transforming the values into decimals between 0 and 1
to adjust the diferent scales among features.

4.2.3 Covariate Balancing.

Treatment Group Assignment. At the beginning of the matching process, we binarized social app usage time
based on its average; we assigned the sample to the treated group if its usage time was above average and to the
control group otherwise. This participant’s average usage time was 3.53 min (within the 15-min time window),
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and of 496 samples, 158 were assigned to the treated group, representing longer social app usage than average
(Fig. 5). This process led to the addition of a new variable, łtreated,ž to the dataset to indicate whether the sample
was allocated to the treated (treated = 1) or control (treated = 0) group. After assigning samples, the variable
łtreatedž would be used to represent the treatment level in all the following processes instead of the original
treatment variable (i.e., social app usage time).

Covariate Selection. Next, we selected covariates among the extracted features (except social app usage time and
sedentary time) that needed to be balanced.We utilized correlation tests as described in the causal analysis pipeline,
due to the limited prior knowledge about features afecting the treatment and outcome for each participant.

We conducted Kendall’s rank correlation test because the features were not normally distributed and determined
them as covariates when they showed signiicant andmoderate correlation with the outcome, which was sedentary
time in this example. We set the criteria for the correlation test as follows: (1) the absolute value of the correlation
coeicient should be larger than 0.2, and (2) the coeicient should have a p-value less than 0.05, as in [53].
From this test, we identiied six covariates: launch count and usage time of each health app and information

app and duration at home and łothersž, respectively. In addition to this covariate set, we included the time of day
separately so that the matching process always considered when those events occurred. Consequently, seven
covariates that should be balanced before estimating the treatment efect were selected (Fig. 6).

Matching and Balance Checking. We applied four diferent matching approaches to balance the covariates: (1)
propensity score 1:1 nearest neighbor matching, (2) propensity score optimal full matching, (3) Mahalanobis
distance 1:1 nearest neighbor matching, and (4) coarsened exact matching. For matching, we primarily utilized
MatchIt [30], an R library that supports the creation of matched samples using diverse matching methods. In
addition, we used the R library cem [33] to randomly generate multiple cutpoints for coarsened exact matching.

For the two propensity score-based methods, we estimated the propensity score using the logistic regression
of łtreatedž on the linear combination of the covariates. The distribution of the propensity score for each 1:1
nearest neighbor matching and optimal full matching is shown in Fig. 7. The former conducted matching between
samples with the closest propensity scores and discarded the remaining control samples (i.e., the unmatched
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Fig. 5. The distribution of social app usage time of P27 from each sample
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usage time and sedentary time from P27’s data. Note that the "treated" state ater treatment group assignment is used as the

treatment instead of social app usage time, and covariates are selected based on the correlation with the outcome variable
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(a) Propensity score 1:1 nearest neighbor matching (b) Propensity score optimal full matching

Fig. 7. The distribution of propensity scores ater conducting propensity score-based (a) 1:1 nearest neighbor matching and

(b) optimal full matching. Each point denotes one sample, and the size of the point in (b) indicates the relative weights given

to each sample.

control units), whereas the latter included all the samples in matching but assigned diferent weights based on
the matching ratio, where the size of each point is proportional to the weight. After matching, we conirmed that
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Table 2. The covariate balance result from Mahalanobis distance matching

Covariate Means (Treated) Means (Control) Standardized Mean Diference

Health app launch count 0.1098 0.1044 0.0339

Health app usage time 0.0283 0.0237 0.0494

Information app launch count 0.1425 0.1335 0.0479

Information app usage time 0.0710 0.0709 0.0006

Duration at home 0.3206 0.2802 0.0884

Duration at others 0.6456 0.6965 -0.1126

Time of day (morning) 0.1392 0.1646 -0.0731

Time of day (afternoon) 0.3481 0.3544 -0.0133

Time of day (evening) 0.5127 0.4810 0.0633

all covariates reached a balance in that the maximum absolute SMD (i.e., the worst case in terms of balance) for
each case was 0.155 and 0.160, respectively.

For Mahalanobis distance matching, the original values of covariates were used directly without any conversion,
as for the propensity score matching. Because we used 1:1 nearest neighbor matching based on the Mahalanobis
distance, for each treated sample, we searched for the nearest control sample among the unmatched control
samples (i.e., the greedy approach). This method showed a maximum absolute SMD of 0.113 from the duration
spent at łothersž (Table 2), meaning that all the covariates were well balanced.
Coarsened exact matching randomly generated multiple sets of cutpoints for coarsening, and we chose the

optimal set that reached the covariate balance while minimizing the number of treated samples pruned (Fig. 8).
The number of cuts difered for each covariate, for instance, the usage time of health apps and duration at home
were cut to create four even intervals, whereas the usage time of information apps and the launch count of health
apps and information apps produced two intervals. In addition, this set of cutpoints discarded 13 treated samples
out of 158 and showed a maximum absolute SMD of 0.0544, implying that all the covariates were well-balanced.

In this speciic case, we achieved the covariate balance from all the matching methods we demonstrated. The
absolute SMD of all covariates after matching was below 0.25 from all four diferent approaches we used (Fig 1 in
Supplementary Material). We could therefore continue to the next step (estimating the treatment efect) with
matched samples from all of these matching methods. This was possible because the distributions of covariates
were similar between the treated and control groups even before matching. However, some of the matching
approaches might fail to balance the covariates in several cases depending on the distribution of data, and we
will discuss these cases in the next section.
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Fig. 8. The optimal set of cutpoints from coarsened exact matching. Time of day was not shown in this figure as it is a

categorical variable simply composed of either 0 or 1.
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Table 3. The estimated treatment efect from each matching method

Matching Method Estimate Std. Error P-value

Propensity score 1:1 nearest neighbor matching 0.116 0.026 <0.001

Propensity score optimal full matching 0.089 0.027 <0.01

Mahalanobis distance 1:1 nearest neighbor matching 0.068 0.022 <0.01

Coarsened exact matching 0.051 0.023 <0.05

4.2.4 Treatment Efect Estimation. Using the matched samples from each matching method, we calculated the
ATT to estimate the efect of social app usage time on sedentary duration. We used linear regression between the
two variables, and weights were also included in the estimation if the ratio of matching was not 1:1. We then
conducted a t-test on the coeicient of the treatment variable (i.e., łtreatedž) to check causality.
Table 3 shows the results of the estimated treatment efect, where the estimate explains the diference in

normalized sedentary time between the treated and control groups and the p-value describes its statistical
signiicance, which conirms the existence of causality. We observe that all p-values are smaller than our threshold
(0.05), meaning that causality was found regardless of the matching methods applied in this speciic case. As all
the estimates have positive numbers despite diferences in size, we could infer that P27 sat down longer when
using social apps longer.

4.3 Evaluation

As mentioned in the Methods section, we conducted causal inferences for each scenario. Thus, all 49 participants
were analyzed using the same causal analysis pipeline. In this section, we summarize the results of the covariate
balance and treatment efect estimation from each matching approach applied in this study.

We illustrate how many of the test cases succeeded in reaching covariate balance and how many of these were
inferred to have a causal relationship between treatment and outcome variables. Since participant behaviors
and contexts difer, we cannot compare the treatment efect directly to conclude the existence of causality in
general. Instead, we irst describe the results from each causal scenario at the subject level to see whether the
participants’ data show causality and how they difer across diferent matching methods. Then, we provide
descriptive statistics for the estimated treatment efect and its direction at the group level to see whether such
results are generally found across participants or speciic to a few of them.

4.3.1 Subject-level Analysis. From the four matching methods, we found diferences in the number of test cases
where all covariates were successfully balanced, and causality was found from the matched samples after the
balancing process (Table 4). The coarsened exact matching achieved a covariate balance for almost all cases
because we chose the optimal set of cutpoints that met the balance criteria after randomly generating multiple
sets. Other methods resulted in cases in which covariates were not balanced, and we were therefore unable to
proceed with the treatment efect estimation. Moreover, each matching method generated diferent matched

Table 4. The number of test cases that showed covariate balance and the existence of causality from each matching method

Propensity Score

1:1 Nearest Neighbor

Propensity Score

Optimal Full

Mahalanobis Distance

1:1 Nearest Neighbor
Coarsened Exact

Overall
Covariate Balance 40 66 84 98
Causality Found 24 27 48 55

Categorical
Covariate Balance 149 224 218 511
Causality Found 29 48 48 157
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samples (with diferent weights) that were used in the treatment efect estimation, resulting in the diference in
the causality outcomes.
For overall app usage, there were 98 test cases, composing 49 participants and their launch count and usage

time for all apps (two usage metrics). Coarsened exact matching was able to reach the covariate balance for
all test cases. Meanwhile, Mahalanobis distance matching showed 84 cases matched, whereas propensity score
1:1 nearest neighbor and optimal full matching succeeded in 66 and 40 cases, respectively. Moreover, 40 cases
succeeded in achieving covariate balance from all approaches, and nine cases were balanced based only on
coarsened exact matching.
Moreover, we estimated the treatment efect only for cases in which the covariates were balanced. From the

four matching methods, on average, 56.1% of the covariate balanced cases had a causal relationship between
mobile app usage and sedentary time. Moreover, 21 out of 98 test cases showed causality from all the matching
approaches. In the case of categorical app usage, there were a total of 588 test cases from the six categories of
apps, two usage metrics, and 49 participants. However, 70 cases could not be used in causal inference because
participants either did not use particular app categories at all or used those apps only once; therefore, statistical
tests were not applicable. These situations were found mostly for health apps (66 cases), and sometimes for
information (three cases) and work (one case) apps. Thus, we used the remaining 518 cases in the covariate
balancing and treatment efect estimation process.
From the analyses, coarsened exact matching showed a covariate balance for almost all available cases (511

cases). In the categorical app usage scenario, propensity score 1:1 optimal full matching showed slightly better
balancing outcomes than Mahalanobis distance matching. However, the propensity score 1:1 nearest neighbor
matching showed the worst balance, as it was in the overall app usage scenario. In addition, 106 out of 518 cases
showed a covariate balance from all the matching methods whereas 214 cases were balanced using only coarsened
exact matching.
When estimating the treatment efect, we found causality in 30.7% (on average) of balanced cases from the

four methods. Moreover, 16 out of 518 test cases were found to have a causal relationship with all the matching
methods. They were mostly found in entertainment (9 cases) and social (6 cases) apps, as well as in 1 case for
system apps. Note that more details about the causal inference results by scenario and participant are given in
the Supplementary Material.

4.3.2 Group-level Analysis. We aggregate each participant’s results to identify trends in the causal relationship
between mobile app usage and physical activity. Results of covariate balancing and treatment efect estimation of
each matching method are shown in Tables 5, 6, 7, and 8. We irst present the number of participants achieving
covariate balance for the given treatment variable. We then show the number of participants having causality for
each case, together with the number of positive and negative causal results. Moreover, the treatment efect was
estimated by aggregating the results of participants with causal relationships. Note that the percentage of pruned
treated samples is also included in the case of coarsened exact matching, and the estimate used in this case was
ATM, not ATT.

Although detailed outcomes vary among the matching methods, overall trends can be identiied from the
causal relationships. For instance, concerning overall app usage behavior, the launch count showed more negative
causalities across the methods, whereas usage time showed the opposite trend. From this result, we may conclude
that participants tended to sit shorter when launching the apps more frequently, but longer when using those
apps longer.

This result difers from those of prior studies, which usually concluded that greater smartphone usage causes
less physical activity. One may assume that this phenomenon is due to the characteristics of app usage behavior.
When people use a mobile app for a long time without switching to another, we may imagine that they might be
highly focused on interacting with the apps and therefore, staying in one place rather than moving around. In
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contrast, frequent opening and closing of apps without long use may imply that these behaviors do not require
the user’s concentration, allowing them to engage in physical activities such as walking.
For categorical app usage, most causalities were found in social and entertainment apps when conducting

matching methods, except for coarsened exact matching. Interestingly, the causal relationship between launch
count and usage time was reversed for social app usage but was in the same direction for entertainment app
usage. We may interpret this result as follows: łPeople tend to sit down for shorter durations when they use social

apps more frequently and briely, but when using entertainment apps, they tend to sit for longer durations regardless

of the frequency and duration of the interactions.ž Similarly, the existence and direction of causality difer among
categories, implying that mobile app usage behaviors in relation to physical activity may vary depending on the
category.

We discoveredmore causal relationships from themore covariate-balanced cases with coarsened exact matching.
During this process, we pruned the treated samples to obtain a balance, and the pruning ratio was approximately
19% on average; therefore, we could use most of the treated samples in the treatment efect estimation. This
method also revealed a positive causal relationship between entertainment app usage (for both launch count and

Table 5. The results of propensity score 1:1 nearest neighbor matching from total test cases

Covariate balance
Causality Treatment efect (ATT)

Total Positive Negative Mean SD

Overall
Launch count 33 21 1 20 -0.093 0.054
Usage time 7 3 3 0 0.110 0.032

Categorical

Social
Launch count 8 4 2 2 -0.032 0.104
Usage time 9 5 4 1 0.053 0.082

Entertainment
Launch count 32 7 7 0 0.122 0.042
Usage time 23 7 7 0 0.147 0.068

Information
Launch count 13 0 0 0 N/A N/A
Usage time 14 1 0 1 -0.149 N/A

Work
Launch count 18 1 0 1 -0.137 N/A
Usage time 15 2 1 1 -0.035 0.117

System
Launch count 3 1 0 1 -0.136 N/A
Usage time 8 1 0 1 -0.101 N/A

Health
Launch count 3 0 0 0 N/A N/A
Usage time 3 0 0 0 N/A N/A

Table 6. The results of propensity score optimal full matching from total test cases

Covariate balance
Causality Treatment efect (ATT)

Total Positive Negative Mean SD

Overall
Launch count 40 19 1 18 -0.103 0.056
Usage time 26 8 7 1 0.098 0.084

Categorical

Social
Launch count 29 10 2 8 -0.070 0.083
Usage time 16 9 8 1 0.090 0.109

Entertainment
Launch count 30 7 7 0 0.117 0.044
Usage time 26 8 8 0 0.145 0.077

Information
Launch count 24 2 1 1 -0.023 0.169
Usage time 24 4 0 4 -0.135 0.033

Work
Launch count 23 2 2 0 0.140 0.008
Usage time 19 1 1 0 0.088 N/A

System
Launch count 11 4 1 3 -0.067 0.125
Usage time 12 1 1 0 0.109 N/A

Health
Launch count 5 0 0 0 N/A N/A
Usage time 5 0 0 0 N/A N/A
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usage time) and sedentary time, but negative causalities were found in all categories other than entertainment,
showing that the participants sat down longer only when they interacted with the entertainment apps.

4.4 Case Study with an Additional Dataset

For the generalizability of the matching-based causal analysis pipeline, we conducted additional analysis by
collecting another dataset. As there was a lack of open datasets similar to the one in Section 4.1, we decided to
collect them using the data collection tool installed on smartphones [43]. Considering that the previous dataset
was small and might be limited in suiciently representing behavior and context, this additional data has been
collected over a longer term.

4.4.1 Dataset and Method. We collected the same smartphone sensor data over 6 weeks in 2023 from 23
participants (8women, average age 21.4 years) in a university. As illustrated in the previous section, the smartphone
sensor data collected was composed of GPS, physical activity type, and app usage events to analyze the same
causal scenarios. After collecting the data, we followed the proposed causal analysis pipeline to preprocess the
data, balance the covariates, and estimate the treatment efect to examine the causal relationship. As in Section
4.3, we estimated the covariate balance and treatment efect of each causal scenario and summarized the results
at the subject and group levels.

4.4.2 Evaluation. The treatment efect estimates from the four methods generally align with the original dataset’s
results in terms of the direction of the causal relationship. Among the 14 causal scenarios (i.e., 2 overall and 12
categorical app usage), we could observe consistent causal relationships from at least 9 cases for each matching
method, with a maximum of 13 cases in the case of the coarsened exact matching achieving over 90% agreement.
The results varied depending on the matching method, and the coarsened exact matching showed the most similar
causality trends between the two datasets. Diferences in participants, popular apps, and app interactions may
lead to varied causal relationships between the datasets. However, common causality patterns were observed in
most scenarios, indicating that those causal relationships could be generally discovered, not limited to a speciic
dataset.
In addition, more samples of the additional dataset improved the achievement of covariate balance to 91.5%

(1,179 cases out of 1,288) when applying the four matching methods. Particularly, most cases from propensity
score matching and Mahalanobis distance matching achieved covariate balance, which was impossible in the

Table 7. The results of Mahalanobis distance 1:1 nearest neighbor matching from total test cases

Covariate balance
Causality Treatment efect (ATT)

Total Positive Negative Mean SD

Overall
Launch count 43 30 1 29 -0.093 0.047
Usage time 41 18 10 8 0.013 0.086

Categorical

Social
Launch count 17 6 1 5 -0.068 0.065
Usage time 13 5 3 2 0.018 0.074

Entertainment
Launch count 28 9 8 1 0.086 0.066
Usage time 36 11 11 0 0.140 0.056

Information
Launch count 19 1 0 1 -0.078 N/A
Usage time 21 4 1 3 -0.021 0.167

Work
Launch count 25 4 1 3 -0.056 0.138
Usage time 24 1 1 0 0.119 N/A

System
Launch count 9 3 0 3 -0.090 0.041
Usage time 12 2 0 2 -0.072 0.043

Health
Launch count 6 0 0 0 N/A N/A
Usage time 8 2 0 2 -0.246 0.279
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Table 8. The results of coarsened exact matching from total test cases

Covariate balance % Pruned Treated
Causality Treatment efect (ATM)

Total Positive Negative Mean SD

Overall
Launch count 49 2.4% 33 1 32 -0.097 0.048
Usage time 49 10.1% 22 14 8 0.033 0.100

Categorical

Social
Launch count 49 24.6% 26 4 22 -0.076 0.068
Usage time 49 24.2% 20 8 12 -0.028 0.092

Entertainment
Launch count 48 10.5% 7 6 1 0.072 0.080
Usage time 47 10.5% 11 11 0 0.141 0.062

Information
Launch count 48 21.4% 15 0 15 -0.189 0.147
Usage time 46 21.8% 10 0 10 -0.149 0.088

Work
Launch count 49 18.0% 9 0 9 -0.113 0.043
Usage time 46 22.7% 6 1 5 -0.073 0.117

System
Launch count 49 30.9% 24 1 23 -0.088 0.053
Usage time 49 29.6% 22 4 18 -0.058 0.082

Health
Launch count 16 25.6% 5 0 5 -0.124 0.040
Usage time 15 14.1% 2 0 2 -0.148 0.003

previous 7-day dataset. The larger data may increase the possibility of matching similar samples from control
and treated groups, as there could be more samples having similar propensity scores or close enough in terms of
Mahalanobis distance. More details of causal inference on the additional dataset by matching methods are given
in the Supplementary Material.

5 A MACHINE LEARNING ALTERNATIVE FOR MATCHING AND TREATMENT EFFECT

ESTIMATION

Recent advances in machine learning have led to the development of machine learning methods for treatment
efect estimation as well [25]. Under appropriate assumptions (such as those listed in Section 2.3), these methods
take advantage of the strong estimation power of various machine learning models in estimating the treatment
efect size. There are several methods that efectively integrate matching within the machine learning framework
to accurately estimate the treatment efect, by either conducting matching on a representation space learned
through neural networks (e.g., [12, 63, 80]) or using matching to learn a balanced representation space suitable
for efect estimation (e.g., [10]).

Among these methods, we briely introduce one of the widely used machine-learning algorithms for treatment
efect estimation, the causal forest [80], and outline how it can be applied to the causal analysis of mobile datasets.
The main reasons why we chose the causal forest as our machine learning-based treatment efect estimation
algorithm are two-fold. First, the causal forest is similar to matching algorithms in terms of its concept, in which
the process of assigning samples to the same leaf node is analogous to matching samples based on the nearest
neighbors. Moreover, it inherits the advantages of random forests [8], including the ability to model non-linear
representation spaces while maintaining a higher degree of interpretability compared to neural network-based
methods.

5.1 Causal Forests

The causal forest algorithm [80] is a treatment efect estimation algorithm based on random forests, designed to
estimate the heterogeneous treatment efect in observational studies under the potential outcomes framework. In
other words, the causal forest provides estimations for both the conditional average treatment efect (CATE) and
the average treatment efect (ATE), which measure the individual-level efect size and group-level efect size,
respectively. For simplicity, in consistency with the rest of the paper, we assume binary treatment assignments in
our introduction of the causal forest.
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Akin to the random forest, which is a collection or an average of multiple decision trees, the causal forest is a
collection of causal trees. A causal tree is a tree-based regressor that is grown by recursively partitioning the
feature space such that similar samples end up in the same leaf node. If the trees are grown well enough, the
samples in the same leaf node will be roughly identically distributed. This enables us to estimate treatment efects
as if they were from RCTs by comparing observed outcomes for samples in the same leaf node with diferent
treatments.

5.2 Causal Analysis of Mobile Data Using Causal Forests

5.2.1 Method. As in the matching methods, we estimated the treatment efect of mobile app usage on physical
activity. We utilized the R library grf [72] to generate causal forests and estimate the treatment efect. Also, we
used the preprocessed dataset from Section 4 due to the same scenario setting and data preprocessing steps.
When employing the causal forest, all features except treatment and outcome were considered covariates,

which were then used as partitioning criteria (i.e., internal nodes) when generating causal trees. Regarding the
causal forest parameters, we conigured the forest to consist of 2,000 trees, using 50% of the samples for growing
trees and the other 50% for estimating the treatment efect at each leaf node [80]. Also, ATT was estimated to
analyze the efect of mobile app usage on physical activity. For each causal scenario, we examined the propensity
score of samples and excluded scenarios with extreme scores (near 0 or 1) that might indicate a potential violation
of causal inference assumptions.

5.2.2 Evaluation. Overall, the results from the causal forest showed a similar trend to those from matching
methods. When aggregating the estimated treatment efect of each participant by causal scenario, the direction
of causality was consistent in most cases. For the overall app usage, the launch count had a negative causality
with the physical activity whereas the usage time showed the opposite relationship. In the case of categorical app
usage, the results from the causal forest followed the major results of the four matching methods.

We also investigated how many single cases (i.e., individual causal scenarios from each person) had the same
direction of causality between each matching method and causal forest. Among the cases where ATT could
be estimated, we found that around 84% of them revealed consistent causal relationships. From these indings,
we could cross-validate the causal relationships inferred from the traditional matching methods, and the high
consistency in results may imply that those causalities exist with higher conidence. Note that more details about
the analysis results with the causal forest are described in the Supplementary Material.

6 PRACTICAL CONSIDERATIONS FOR CAUSAL INFERENCE USING SMARTPHONE SENSOR

DATA

In this section, we review the causal analysis pipeline proposed in this tutorial and discuss practical considerations
that researchers should take into account when utilizing this method for smartphone sensor data. The tutorial is
composed of two main parts: (1) scenario setting and data preprocessing using smartphone sensor data, and (2)
inferring the causal relationship from various scenarios by employing matching methods. We discuss several
considerations for each part of the analysis pipeline. Also, we briely introduce covariate balancing methods
other than matching for causal inference.

6.1 Scenario Seting and Data Preprocessing

In the scenario setting and data preprocessing steps of the causal analysis pipeline, we covered topics such as
which smartphone sensor data should be collected, how to extract features to represent human behavior and
context, and how to set an appropriate size of time window while considering temporal precedence of events.
Regarding these steps, there may be challenges in practice and we provide suggestions for dealing with them.
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6.1.1 Considerations for Extracting Human Behavioral and Contextual Features. This study mainly dealt with
mobile app usage, physical activity, and location, which can be easily tracked and extracted from smartphone
sensor data. However, these data are limited in capturing human behaviors and contexts in the real world, such as
emotions or activities other than mobile app usage. In that case, researchers may ask people to self-report those
factors manually and use them for causal analysis along with automatically tracked data [27]. The experience
sampling method (ESM) [49, 78] can be used to collect an individual’s state when responding, utilizing the
respondent as an additional sensor.
When we extract the features from smartphone sensor data, the granularity (i.e., the degree of detail) of

representing human behavior and context should be determined. In this study, we set the granularity of app
usage features at the app category level and used them as treatment and covariate variables. However, if the
features were too granular (e.g., individual app level), the causal inference could be challenging as the samples of
the treated group become sparse and the covariate dimension becomes high. This issue may be more critical if
the features are granular compared to the number of samples available. On the other hand, if the features are
not granulated (e.g., overall app level), the unique usage of speciic apps would be diluted, thereby their causal
relationships cannot be found. Therefore, researchers should determine the granularity of features at a level
while considering the trade-of between these two opposite cases.

6.1.2 Considerations for Handling Temporal Precedence in Human Behaviors and Contexts. This tutorial infers
causality in human behaviors using smartphone sensor data, in which the temporal properties of treatment and
outcome may difer from previous studies. As in [67], treatment was typically given at a particular time or period,
and the outcome was measured following the end of treatment provision, ensuring a clear temporal separation
between the measurements of treatment and outcome. However, for human behaviors such as mobile app usage
and physical activity, there are two main diferences in the properties of the variables: multitaskable treatment

and micro-behavior characteristics.

Multitaskable Treatment. In everyday life, mobile app usage and physical activity may not be clearly separable
based on temporal order. Rather, they can be seen as multitasking events, where treatment and outcome behaviors
have a very small temporal gap or occur almost concurrently. This kind of multitaskable treatment (i.e., the
treatment that happens almost together with the outcome) can be easily discovered in human behaviors, such as
walking while interacting with others through social apps. The temporal precedence between the two behaviors
thus becomes less signiicant and can be relaxed in this tutorial’s scenario, unlike prior studies in other domains.

Micro-behavior. The everyday event, such as mobile app usage, can be viewed as a micro-behavior, which
occurs very briely and frequently. It can be easily seen that people run mobile apps several times, even in a
short time, to check new incoming messages or retrieve information. Because of this micro-behavioral nature, we
aggregated multiple app usage events that occurred within a particular time window and collectively extracted
features (i.e., launch count and usage time) rather than dealing with each event as a distinctive sample for the
causal inference.
In this circumstance, we may suppose that there exists limited interaction (or dependency) between mobile

app usage events that occur within diferent time windows. For example, it may not be reasonable to determine
that one’s current social app usage or walking behavior is directly afected by a few seconds of interaction with a
social app that happened 15 min before. Rather, other events may inluence current behaviors to a greater extent,
such as external cues (e.g., incoming notiications) given immediately before app usage or events that are close to
physical activity.
However, if a smaller time window is set to analyze the behavior at a more micro-level, one may need to

consider the interactions between events from adjacent time windows. Particularly, if the treatment behavior has
a long duration and cannot be seen as a micro-behavior (e.g., emotions that can be continued for several hours,
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as in [53]), behaviors in prior time windows should also be included in the analysis when balancing covariates. In
addition, there may exist a seasonality in human behavior that repeats over time, such as staying at the workplace
in the morning or resting at home at night. Therefore, although there was limited dependency between the time
windows, we suggest including łthe time of day,ž a macro-level context variable, in the covariate to balance such
seasonality.

6.2 Covariate Balancing and Treatment Efect Estimation

After generating samples from the two previous steps, we described how to examine causalities in the covariate
balancing and treatment efect estimation steps. They explained how to assign samples to treated and control
groups, balance covariates from high-dimensional smartphone sensor data, apply diferent matching methods,
and interpret the estimated treatment efect. In this section, we discuss several points to be considered and
provide our suggestions.

6.2.1 Considerations for Conducting Causal Inference with Continuous Variables as Treatments. In this tutorial,
many features representing human behavior and context are continuous variables, such as sedentary state
duration, app launch counts, and time spent at places. This difers from causal inference in other domains where
treatment is binary (i.e., treated or not treated). We mimicked this by assigning samples to the control or treated
group based on the average treatment level. As Lu et al. [52] noted, for samples with continuous treatment
variables, stratiication into multiple groups by treatment levels and matching may help ensure treatment level
diferences between matched samples.

Still, the approach of splitting samples with a continuous treatment variable into two groups can be practical
when considering the simplicity of the analysis process and result interpretation. In mobile app usage, usage
distribution was positively skewed so that only samples with near zero usage were assigned to the control group,
resulting in a reasonable separation in the treatment level between the two groups. However, when the treatment
level distribution is concentrated around the mean, dividing based solely on the average may not yield signiicant
diferences between the control and treated groups in terms of treatment level. As shown in [75], this issue can
be addressed by pruning samples with treatment levels close to their mean and making the treatment diference
between the two groups more evident.

6.2.2 Considerations for Selecting and Balancing Covariates from Various Features. Previous studies [60] rec-
ommended that researchers should include as many covariates as possible to minimize bias in estimating the
treatment efects. However, including all features extracted from multi-modal and high-dimensional smartphone
sensor data (e.g., hundreds of features) may not be suitable because covariate balancing becomes more diicult to
achieve.
Therefore, there are several practical strategies for selecting key covariate features and focusing on their

balance to mitigate this issue. Basically, in many cases, there is existing domain knowledge that helps us narrow
down features (e.g., by following mental health diagnosis guidelines [82]). Furthermore, researchers may conduct
correlation tests on the features as illustrated in this tutorial and include them if they are signiicantly correlated
with treatment and outcome. In addition, the double selection procedure proposed by Belloni et al. [5] can be
utilized for reducing the dimension of covariates, where covariates are selected based on the regularization
technique such as LASSO.

6.2.3 Considerations for Employing Multiple Methods for Balancing Covariates. In this tutorial, we demonstrated
four diferent matching methods and found that the set of matched samples and achievement of covariate balance
varied depending on the applied methods. Among the methods, we noticed that the coarsened exact matching
was advantageous in balancing all covariates since it creates coarsened bins for each covariate separately and
matches samples belonging to the same bin. The other methods such as propensity score matching or Mahalanobis
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distance matching explore the closest samples in terms of one transformed distance metric, which can succeed in
balancing the joint distribution but may fail to balance each individual covarate [34].
This is more critical when the covariate distribution of control and treated groups barely overlaps. Since

the coarsened exact matching matches the samples within the same bin, the matching mainly happens for the
overlapped area and the covariate balance is achievable. On the contrary, the other methods will match the samples
even if they are outside the overlapping region for the covariate, indicating that the covariate’s distribution would
remain separated and the balance quality may not be improved even after matching. Nevertheless, researchers
should consider that the coarsened exact matching may discard many samples (especially, samples from the
treated group) as it only takes the bins containing samples from both groups, implying that the remaining samples
may not represent the original population well.
Furthermore, we suggest conducting diverse methods and reporting their results as the estimated treatment

efect can also vary depending on the covariate balancing methods. Each balancing method may generate diferent
matched samples having particular weights by matching criteria (e.g., distance metric, matching ratio, or sample
pruning), resulting in a diference in the estimated treatment efect. Therefore, it is important to investigate
whether similar results are observed from those methods for the robustness of the causal inference results. In
reporting the estimated treatment efect, researchers should also report information about the balancing methods
used and the samples included after balancing (e.g., the number of samples for each group and the improvements
in covariate balance) [71].

6.2.4 Considerations for Interpreting and Utilizing the Causal Inference Results. When investigating causal
relationships using smartphone sensor data, we should note between-individual variations. As shown earlier, the
causal relationships can vary among individuals even in the same scenario. This variation is primarily due to
individual diferences in mobile app usage and daily routines. To examine whether a particular causal relationship
is generalizable, researchers may further compare the causal results of people with similar characteristics (like a
cohort analysis) and see if there are any common patterns of causalities. Also, it would be meaningful to cluster
people having similar causal relationships and investigate whether they share common characteristics to igure
out the reasons for the pattern.

One of the fundamental limitations of this study is that there is no ground truth for result validation. We can
only assess result consistency through comparisons across various matching methods or diferent people. This
limitation is inherent in any studies investigating causal relationships based on observational datasets [62, 75, 77].
To verify the causal relationships, we need to conduct controlled experiments where treatment can be randomly
assigned (e.g., doing particular behaviors). Particularly, if the experiment is targeting a single subject (i.e.,
investigating causality from an individual), we may utilize methods such as mirco-randomized trials or self-
experimentations as in [44, 47].

6.3 Alternative Methods for Causal Inference

In this study, we consider matching the primary method for causal inference because of its simplicity and
applicability. Despite its widespread use, causal inference via matching relies on creating approximately balanced
datasets, which may lead to inexact causal conclusions [36]. In matching, the estimation is made for the matched
population, which may not be representative of the entire population. Furthermore, the matching estimators
used to quantify the treatment efect size may be biased and require adjustments [1]. Therefore, in some cases,
other methods might be better suited for causal inference, such as adjustment via weighting instead of matching,
or using well-designed regression models [29].
Furthermore, researchers may choose recent machine learning methods for treatment efect estimation or

use models that directly handle raw temporal data [25]. In particular, representation learning techniques could
be leveraged to generate balanced samples of treated and control groups [42]. There are several ways such as
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counterfactual regression [64], local similarity preserved individual treatment efect estimation [85], and feature
selection representation matching [10]. Yao et al. [84] introduces more alternative methods of covariate balancing
in causal inference.

7 CONCLUSION

This tutorial introduces a causal inference pipeline using smartphone sensor data for human behavior under-
standing that is useful for digital health service design and evaluation. This pipeline was used to investigate
the causality between mobile app usage and physical activity. The pipeline consists of (1) setting a scenario and
corresponding variables, (2) preprocessing the data to extract features, (3) balancing the covariates to generate
comparable (treated and control) groups, and (4) estimating the treatment efect to validate the causal relationship.
For reliability reasons, we employed four well-known matching methods to evaluate the diferences in covariate
balancing results and the corresponding estimated treatment efect. Furthermore, we validated our indings by (1)
applying the same analysis pipeline to an additional dataset and (2) employing another method based on the
machine learning technique.

In this tutorial, we focused on a few primary features when inferring causal relationships between mobile app
usage and physical activity to simplify the analysis process. However, those relationships could be thoroughly
analyzed by including additional, complex human behavior and contexts such as social settings, emotional states,
or activities other than mobile app usage. Also, we may include data from other sources such as wearables, smart
speakers, and IoT devices to capture diverse behavioral features. Moreover, the proposed analysis pipeline could
be further improved by referring to the practical considerations we ofered. Along with the growing interest
in digital health through smart devices, we expect this tutorial to support researchers in mobile computing in
investigating causality using the data in practice.
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