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Abstract

Real-time affect monitoring is essential for personalized and adaptive appli-
cations in fields like education, healthcare, and customer service. However,
existing systems often struggle with scalability and low-latency requirements
for processing high-frequency sensor data. To address these challenges, we
propose AffectStream, a Kafka-based real-time affect monitoring system that
processes wearable sensor data through a cloud-based pub/sub architecture
to the applications. AffectStream ensures scalability, fault tolerance, and
personalized emotional state analysis. Its robust performance is demon-
strated through trace-based evaluations using the WESAD dataset. This
open-source framework advances real-time emotion recognition, paving the
way for large-scale affective computing applications.

Keywords: Real-time affect monitoring, Kafka-based systems, Wearable
sensors, Personalized affect classification

Metadata

1. Motivation and significance

Real-time affect monitoring refers to the process of tracking and analyzing
a user’s affect state (e.g., feelings, moods, and stress levels) via real-time
sensor data analysis. Affect monitoring involves collecting various behavioral
(e.g., facial expression and voice [1]), physiological (e.g., heart rate, skin
conductance [2]), and psychological sensor data (e.g., self-reported stress and
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Nr. Code metadata description Metadata
C1 Current code version 1.0
C2 Permanent link to code/repository

used for this code version
https://github.

com/Kaist-ICLab/

AffectStream

C3 Permanent link to Reproducible
Capsule

-

C4 Legal Code License MIT License
C5 Code versioning system used None
C6 Software code languages, tools, and

services used
Python, Java, Amazon Web
Service, Terraform, Locust,
Docker, SQL.

C7 Compilation requirements, operat-
ing environments & dependencies

Debian (Slim), Python
3.9.16, OpenJDK 21 (Early
Access, Build 11), other
requirements provided in
requirements.txt

C8 If available Link to developer docu-
mentation/manual

-

C9 Support email for questions jeonghyun.kim@kaist.ac.kr

Table 1: Code metadata.

mood [3]) to monitor the current affect state using wearable sensors (e.g.,
Samsung Watch and Google Fitbit).
Understanding and responding to users’ affect states is important, as it allows
for more personalized and adaptive interactions across various applications.
Personalized and adaptive services using real-time affect monitoring can be
applied in multiple fields, such as education [4], military training [5], health-
care [6], and empowerment at workplaces [7]. For example, educational soft-
ware can monitor students’ cognitive and emotional state, and dynamically
adjust the difficulty of the content or offer assistance that is appropriate
to their emotions and concentration levels to maximize learning effective-
ness [4, 8]. In military and medical training, it could provide a targeted
intervention by automatically monitoring trainees’ affect condition in highly
stressful environments, helping the trainees manage their emotions [9, 5].
In general, a real-time affect monitoring system consists of four continuous
and iterative stages: (1) data acquisition, (2) data streaming, (3) data pro-
cessing, and (4) data storage (see Figure 1) [10, 11]. First, in the data acqui-
sition stage, user data is collected in real time from one or multiple wearable
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Figure 1: Four stages of real-time affect monitoring system.

devices (e.g., smartwatch and chest band). Second, during the data stream-
ing stage, large volumes of sensor data are transmitted and processed in real
time, requiring mechanisms to ensure data ordering and integrity. Third, in
the data processing stage, features are extracted and machine learning (ML)
models are applied to estimate users’ affect states from the collected data in
real time. Lastly, in the data storage stage, both the raw sensor data and the
inferred affect states are stored in a large-scale storage system (e.g., cloud
service) for further analysis and future use.
To perform such complex data processing for a real-time affect monitoring
system, a scalable open-source platform for real-time sensor data processing
is necessary. Among well-known architectures, in this work, we use the pub-
lisher/subscriber (pub/sub) architecture. The pub/sub architecture utilizes
one of the messaging patterns that allows for loose coupling between publish-
ers and subscribers. Therefore, it enhances the efficiency of data transmission
and processing, providing scalability and flexibility for the system. This ar-
chitecture has been widely used in prior studies. Lohitha et al. [12] employed
a cloud-based IoT platform utilizing a pub/sub architecture for real-time
sensor data analysis, and Haque et al. [13] proposed a distributed pub/sub
architecture for real-time remote patient monitoring using Movesense [14]
sensor, which is a wearable sensor for measuring electrocardiogram (ECG),
heart rate and movement. Various messaging systems, such as RabbitMQ,
ActiveMQ, and Kafka, implement the pub/sub architecture. RabbitMQ is a
message broker based on the Advanced Message Queuing Protocol (AMQP)
that excels in reliable message queuing and complex routing. Although Rab-
bitMQ supports pub/sub messaging, its queuing system architecture limits
high-frequency, high-volume continuous data processing [15]. ActiveMQ is a
Java Message Service (JMS)-supported message broker that offers both queue
and pub/sub models, making it suitable for transactional messaging and en-
terprise applications. In contrast, Kafka is a distributed streaming platform
optimized for high throughput and scalability, particularly for real-time data
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Figure 2: The architecture of AffectStream.

streaming and log processing [16]. Notably, Kafka supports excellent real-
time throughput and provides superior performance in environments that
require large-scale real-time data processing and streaming [15].
Therefore, this paper proposes AffectStream, a real-time affect monitoring
system built on a Kafka-based architecture. The system enables real-time
affect tracking and is designed to be highly adaptable across various ap-
plications. This system leverages a real-time distributed system to handle
sensor data collection and storage in an end-to-end manner within a cloud
environment. AffectStream can reliably process sensor data without perfor-
mance degradation, even when multiple users simultaneously engage with the
system. Unlike conventional systems that classify emotions solely based on
collected data, AffectStream integrates a real-time distributed framework to
seamlessly manage processes from data collection to emotional classification
within a cloud-based environment. Applying AffectStream in various fields
such as education, healthcare, customer service, and psychological therapy,
we can understand the emotional states of users in real time and provide cus-
tomized responses accordingly. The following sections will provide a detailed
introduction to the architecture and applications of AffectStream.

2. Software description

AffectStream supports an end-to-end pipeline for real-time affect analysis,
from sensor data collection to modeling and management. It operates on a
Kafka-based cloud service and is designed to enable real-time classification of
personalized models as well as real-time affect recognition in the workflow of
Figure 2. In this section, we provide an overview of AffectStream and briefly
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Figure 3: The architecture of Kafka.

describe the functionalities that the system supports. For detailed explana-
tions, please refer to the technical documents in our GitHub repository.

2.1. Software architecture

AffectStream is built on Kafka, designed to support parallel data processing.
The entire architecture operates in a cloud environment for a more flexible
system in case of an increase in sensors and users.

2.1.1. Basic architecture illustration

Kafka is based on a pub/sub architecture, where the producer acts as the
publisher and the consumer acts as the subscriber. Figure 3 illustrates the
basic structure and Table 2 summarizes the terminologies of Kafka. The pro-
ducer is the client that sends data received from users (i.e., wearable or IoT
sensor devices) to the broker in message units. Each data record contains
a key, value, timestamp, and optional metadata. After hash processing, the
data is serialized before being sent as messages to the broker. The broker
stores the data published by the producer and provides the requested data to
the consumer, thus managing the storage of records. Producers publish data
to topics, which brokers organize into partitions. These partitions are dis-
tributed across multiple brokers, enabling scalable and fault-tolerant storage.
Scalability is achieved by distributing partitions across brokers, allowing the
system to handle large data volumes efficiently. Fault tolerance is ensured
through replication: partitions are replicated across multiple brokers in a
cluster, so even if one broker fails, data remains accessible. This architecture
allows Kafka to maintain high availability and reliability in data-intensive en-
vironments. The consumer is the client that consumes the records generated
by the producer, processing the records received.
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Term Description
Broker A Kafka server that stores data and serves produc-

ers and consumers.
Topic A category or feed name to which records are pub-

lished.
Partition A division of a topic’s log, enabling parallel pro-

cessing.
Producer A client that publishes records to one or more

Kafka topics.
Consumer A client that reads records from one or more Kafka

topics.
Consumer Group A group of consumers that work together to con-

sume data from a set of topics.
Cluster A group of brokers working together.
Replication The process of duplicating data across multiple

brokers for fault tolerance.
Throughput The amount of data processed in a given time pe-

riod.
Latency The time it takes for a record to travel from pro-

ducer to consumer.
Stream Processing The real-time processing of data continuously from

a Kafka topic.

Table 2: Kafka terminology.

The operation of Kafka-based AffectStream is as follows (see Figure 3). The
producer (client side) creates records and uses a hash function to determine
the partition where the record will be stored. Records with the same key are
processed sequentially, and after hashing, they are serialized and sent to the
broker. The broker uses the key from the producer to partition the records
and then store them in the appropriate location. When a consumer sends
a request, the broker retrieves the relevant records and sends them to the
consumer. Within the same partition, the order of the data is guaranteed,
allowing for data streaming. Records arriving at the consumer undergo de-
serialization before being utilized in the application. Following Kafka’s basic
operation principles, consumers within a single consumer group cannot read
the same partition of the topic, which allows the system to be designed so
that specific data can be read appropriately by designated applications.
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2.1.2. Rationales for core elements of AffectStream

Kafka-based pub/sub architecture. Kafka is selected because it can han-
dle large volumes of sensor data by processing it in parallel. This is achieved
by partitioning the data, which distributes the load across multiple brokers
to prevent overload and reduce latency, making real-time services possible.
Kafka also excels at managing time-series data, where the order of messages
is important. By partitioning messages and preserving their order, Kafka
facilitates smooth data streaming for machine learning models. Addition-
ally, Kafka provides reliable data delivery through data replication, ensuring
continuous service even if a subset of brokers fails.

Cloud-based scalable computing. AffectStream works in a cloud envi-
ronment. Cloud services are easy to set up and highly scalable, enabling
rapid adjustments to the required resources. In addition, the cloud environ-
ment facilitates the management and monitoring of remote device life cycles.
Furthermore, data stored and processed in the cloud can be accessed from
anywhere, significantly improving data mobility. High-speed networks and
data transfer technologies enable real-time data transmission, supporting the
effective processing of sensing data and enabling quick decision-making.

Sensor data schema registry. For efficient processing of sensing data,
AffectStream is designed for each component of the system to check the
structure and format of the sensor data through a predefined schema in the
schema registry. This allows for parallel construction of various sensing data
fields, making it easy to modify if the types of sensing data change. Such
flexibility facilitates the scalability and maintenance of the system.

2.2. Software functionalities

This section outlines key components and their roles in the workflow.

Producer. The producer in AffectStream is an API server that transmits
user sensor data from various sensors to the broker. Multiple producer pods
use a load balancer to evenly distribute user data and manage traffic. Data
is collected from sensors and sent in predefined segments, with the producer
using a user ID as the key for the hash function to assign partitions. Records
with the same key are stored sequentially in the same partition, ensuring that
data from the same user is stored sequentially in the same partition. The
data is then serialized based on the schema defined in the Schema Registry
before transmission to the broker. Note that the Schema Registry manages
data schema, allowing producers and consumers to share a common format
for serialization and deserialization
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Broker. The broker in AffectStream stores sensor data in partitions based
on the key and transmits it to consumers. Partitioning is performed to ensure
that the data from all users is evenly distributed across the partitions. Kafka
maintains order within partitions, ensuring sequential storage of a user’s
data. Additionally, data replication across multiple brokers enhances system
reliability despite failures. By using the user ID as the key in the hash
function, the producer ensures that data from the same user is stored in the
same partition of the broker. In AffectStream, the number of consumer pods
on Kubernetes matches the number of broker partitions, allowing Kafka to
guarantee the order of data for each person within the same partition.

Consumer. A consumer group in AffectStream has multiple consumers
reading data from the same topic. Each consumer subscribes to specific par-
titions, ensuring exclusive processing per partition. Matching the number of
consumers to partitions in the broker assigns each user’s data consistently to
one consumer, ensuring sequential processing and order of each user’s data.
Each consumer pod independently processes and analyzes data in real time
through three steps. (1) Deserialization parses data using the schema defined
in the Schema Registry for structured formatting. (2) Feature extraction
applies a sliding window, dividing the incoming data stream into fixed-size
segments (windows) and overlapping intervals that shift forward by a set
step size. Through this segmentation, user-specific features can be extracted.
(3) Affect classification uses extracted features and a pre-trained model for
continuous, real-time affect state detection.

2.3. Implementation

The producer, consumer, and simulator were deployed on Kubernetes using
Amazon Web Services (AWS) [17]. Kubernetes is an open-source container
orchestration platform that automates the deployment, scaling, and manage-
ment of containerized applications. It also supports various cloud resources
and infrastructures for the Kafka system [18, 19, 20]. The producer was
implemented based on a Spring-based API server that handles data trans-
mission to the broker.

3. Illustrative examples

As an example use case, we selected a scenario where AffectStream is imple-
mented to detect stress [21, 22, 23] of call agents at a typical call center with
around 100 employees. We set up the evaluation environment using a widely
used dataset for stress detection, and the system was tested for real-time
stress detection in this scenario.
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Components Configurations
Producer 10 * {1 vCPU, 4 GiB memory}
Broker 3 * {2 vCPUs, 2 GiB memory}, 12 partitions
Consumer 12 * {1 vCPU, 1.5 GiB memory}
Load test simulator 6 * {1 vCPU, 2 GiB memory}

Table 3: System configuration for trace-based evaluation. vCPU (virtual CPU) represents
a virtualized processing unit assigned to instances, where 1 vCPU = 1000 m in Kubernetes.

3.1. Trace-based evaluation setup

System configuration. To evaluate the system’s performance under real-
world conditions, we deployed the producer, broker, consumer, and load test
simulator on a distributed infrastructure. Table 3 summarizes the system
configuration used for trace-based evaluation. Similar to a prior work [24],
the system consisted of 10 producer instances, each with 1 vCPU (virtual
CPU) and 4 GiB memory, responsible for handling high-frequency sensor
data ingestion. The broker was deployed with 3 instances, each having 2
vCPUs and 2 GiB memory, and configured with 12 partitions. The consumer
consisted of 12 instances, each with 1 vCPU and 1.5 GiB memory, processing
incoming messages in parallel. Additionally, 6 load test simulator worker
instances, each with 1 vCPU and 2 GiB memory, were used to generate
traffic, simulating real-world workloads.

Trace dataset. We used the WESAD wearable dataset [25], which includes
multimodal physiological sensor data such as acceleration, temperature, mus-
cle activity, skin conductance, heart activity, and respiration. These data
points were collected at 700 Hz during stress-inducing tasks to classify af-
fective states like neutral, stress, and amusement. Since AffectStream is
designed to detect stress for individual users, we added a unique user iden-
tifier (UUID) to each data record. The original WESAD dataset does not
contain any user-specific identifiers, so we generated UUIDs to distinguish
data from different users. This allows the system to analyze stress patterns
on a per-user basis and supports real-time stress monitoring for multiple
users, as required in scenarios such as call centers.

Sensor data generator. Figure 4 illustrates a simulation implemented
using Locust [26], an open-source tool for load testing of the system using
HTTP and other protocols, to generate traffic for producers that closely
resembles real-world scenarios. In this simulation, a total of 100 users were
simulated by configuring Locust to spawn virtual users at a rate of 20 users
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Figure 4: Trace-based evaluation setup for load testing.

per second. Sensor data was transmitted at a rate of 700 Hz with each
segment spanning 1 second to the producer via POST.

Consumer of AffectStream. A sliding window [27] was applied to per-
form feature extraction in the consumers of AffectStream, with a window size
of 2 seconds and an overlap of 1 second.

3.2. Functionality Evaluation of AffectStream

This section evaluates three key functionalities of AffectStream: (1) validat-
ing schema and maintaining data consistency, (2) enabling real-time person-
alized affect classification, and (3) ensuring data order during processing.
These were evaluated through latency, throughput, and metadata analysis.

Schema validation and data consistency. The schema defines data
structure and types, ensuring that all messages adhere to a predefined for-
mat. AWS Glue Schema Registry is used to enforce schema validation during
serialization and deserialization between producers and consumers. The val-
idation process includes format verification, field presence checks, and data
type validation to prevent schema violations. Producers serialize data accord-
ing to the registered schema before sending it to the broker, and consumers
deserialize the data while verifying its integrity against the schema. Incon-
sistent or incompatible data is rejected during this process, ensuring data
consistency across the system.

Personal affect classification in real time. AffectStream’s capability
to support real-time personalized affect classification was evaluated using
end-to-end pipeline (E2E) latency and throughput. E2E latency, from data
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Figure 5: End-to-end latency distribution.
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Figure 6: Throughput averaged over 5-second intervals.

generation in the simulator to classification completion in the consumer, in-
cludes transmission through the Producer-Broker-Consumer pipeline. Through-
put is the number of records processed per second. Timestamps recorded at
data generation completion and classification completion provided the basis
for calculating latency and throughput. Figure 5 shows a mean latency of
55.89 ms and a 99th percentile of 141.00 ms, verifying low-latency operation.
Figure 6 confirms no data loss, as it matches Locust’s 20 users/s spawn rate,
demonstrating robustness and scalability.

Data order guarantee. To maintain data order, each message includes
a user ID, timestamp, and offset value. The offset is a unique identifier
assigned to each message within a partition, incrementing sequentially as
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new messages arrive. The consumer processes messages in order by tracking
offsets, ensuring that records are consumed in the same sequence as they
were produced. The experimental results were validated by checking that
all messages belonging to the same user were in the correct order within a
partition.

4. Impact

AffectStream, a system that monitors users’ affect state in real time using
wearable sensor data, can be used to realize affective computing applications
in various domains such as education, military training, healthcare, and em-
powerment at workplaces. For example, integrating AffectStream with voice
assistants or chatbots in a call center setting can enable real-time detection of
customer dissatisfaction or confusion, improving interactions by responding
appropriately [28, 29]. This would enhance the user experience and con-
tribute to improved service quality. Notably, there is significant potential for
integrating AffectStream into systems designed for education and training.
Previous studies have shown that emotion recognition software in education
can maximize learning outcomes by adjusting the difficulty of the material
or providing encouragement based on the student’s emotional state [4, 8, 30].
By combining such software with AffectStream, which monitors real-time
changes in a student’s emotional state using multimodal data, it is possible to
meet individual emotional needs and create a more effective learning environ-
ment. This approach is particularly useful in military and medical training,
where trainees often practice in simulated high-stress conditions [9, 5]. With
AffectStream, trainers can adjust the training process in response to trainees’
emotional states, providing just-in-time interventions to help them manage
stress more effectively. Given the recent trend of actively introducing virtual
and augmented reality into simulation training in these fields [31, 32, 33],
systems for real-time affect recognition such as AffectStream are essential.
Further, when combined with AI-driven human-robot interaction (HRI), it
can offer more natural interactions [34, 35].

5. Conclusions

We proposed AffectStream, a real-time affect monitoring system that uses a
Kafka-based cloud infrastructure for large-scale affect analysis in real time.
Notably, Kafka-based pub/sub architecture in cloud environments enables
the processing of large-scale user data in real time thanks to a high-performance
distributed system architecture, effectively detecting emotional states such as
stress. We demonstrated the applicability of AffectStream for real-time affect
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recognition by conducting a trace-based evaluation with data from wearable
sensors. AffectStream has the potential to deliver a more personalized user
experience across fields such as education, healthcare, customer service, and
military training, thereby enhancing learning efficiency, user satisfaction, and
emotional responsiveness.
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Throughput Averaged Over 5-Second Intervals
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