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Abstract
Recent advances in large language models (LLM) offered human-
like capabilities for comprehending emotion and mental states.
Prior studies explored diverse prompt engineering techniques for
improving classification performance, but there is a lack of anal-
ysis of prompt design space and the impact of each component.
To bridge this gap, we conduct a qualitative thematic analysis of
existing prompts for emotion and mental health classification tasks
to define the key components for prompt design space. We then
evaluate the impact of major prompt components, such as persona
and task instruction, on classification performance by using four
LLM models and five datasets. Modular prompt design offers new
insights into examining performance variability as well as promot-
ing transparency and reproducibility in LLM-based tasks within
health and well-being intervention systems.

CCS Concepts
• Computing methodologies → Natural language processing;
• Human-centered computing→ Human computer interac-
tion (HCI); • Applied computing→ Life and medical sciences.
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1 Introduction
Large language models (LLMs) such as GPT-4 [46], Llama [63], and
Gemini [12] have demonstrated remarkable capabilities across var-
ious tasks, including content generation [34, 36], problem-solving
[80], and understanding human emotion and mental health [2, 44,
62]. Prompts are instructions provided to LLMs to enforce rules and
ensure the quality of outputs, with prompt engineering playing a
crucial role in maximizing the utility and accuracy of the models
[9, 70]. In this work, we focus on the prompt engineering of mental
health tasks, specifically the automated detection and categoriza-
tion of emotional and mental health states in textual data including
stress [2], anxiety [62], and depression [44]. LLM prompt design has
gained attention in the field of HCI, because it serves as an enabler
of novel intelligent health and wellbeing services like mental health
counseling [51], mood journaling [26], and facilitating children’s
emotional sharing [56].

While these studies underscore the growing need for refined
prompt design in the sensitive domains of emotion and mental
health, a critical gap remains in designing and evaluating prompts
for these tasks. Given that substantial variations in performance
arise depending on prompt design [31, 38], recent work focuses on
prompt strategies to enhance emotion and mental health analysis.
However, open-ended prompt design in this domain makes it chal-
lenging to establish what constitutes quality prompts and whether
such prompts are generalizable. This is a major departure from
traditional machine-learning approaches with well-established an-
alytical and optimization pipelines. While unique strategies for
emotion and mental health classification have emerged, these are
often fragmented, making systematic evaluation or reproducible
prompt design difficult. Consequently, there is a lack of under-
standing regarding the key components of prompt design and their
impact on task performance.

Furthermore, unlike traditional machine learning, where data sci-
entists design and evaluate features and models, LLM-based service
developers face the challenge of crafting and refining prompts to
optimize system performance despite recent advances in LLMOps
tools for prompt engineering [3, 27]. This shift in responsibility
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places more emphasis on the developers’ ability to formulate, exper-
iment with, and iterate on prompts. However, LLM-based service
developers often struggle to develop high-performance, reliable
prompts due to the complexity of the design space and the unpre-
dictability of LLM behavior [15]. This challenge underscores the
need for more systematic and reproducible methods for prompt
design and its evaluation for emotion and mental health tasks.

Thus, our study addresses the following questions: RQ1. How
can we define key components of LLM prompts for emotion and
mental health tasks, such as automated detection and categorization
of emotion, stress, and suicidal ideation status in textual data?
RQ2. How can we apply modular prompt design to systematically
evaluate LLM prompts? We conducted a comprehensive review of
30 existing studies and performed a thematic analysis to derive
key components of modular prompt design for these tasks. To
demonstrate its utility, as a case study, we evaluate two components,
persona and task instruction style, on emotion recognition and
mental health classification across five datasets. Our evaluation
revealed significant performance variations. This indicates that
there is no one-size-fits-all prompt design, suggesting further work
on prompt optimization. We propose practical implications for
prompt engineering to guide researchers in this domain.

Key contributions of this work include (1) a modular prompt
design proposal for emotional and mental health tasks based on a
literature review and thematic analysis of existing prompts and (2)
a case study demonstrating the utility of modular prompt design
through a systematic evaluation of its key components. The code
for evaluation is available on GitHub.1

2 Background and Related Works
A substantial body of research in HCI and AI has focused on leverag-
ing LLMs to understand emotions and mental health. These studies
can be categorized into twomain areas: optimizing LLMs or prompt-
ing strategies for emotional and mental health tasks [13, 53, 65] and
designing LLM-based systems to promote emotional and mental
health [26, 51, 56]. In the following, we review recent studies on
model optimization and prompting strategies for emotional and
mental health tasks.

Numerous studies have investigated optimized models for tasks
related to stress [73], anxiety [68], depression [62], and suicide risk
[82]. For instance, Mental-LLM optimized mental health prediction
through zero-shot and few-shot prompting, as well as instruction
tuning [71]. EmoLLMs focused on fine-tuning LLMs for a range
of emotion analysis tasks [35], while MentalLlama emphasized
both mental health prediction and the interpretability of LLM out-
puts [74]. In addition, researchers explored the design and evalua-
tion of prompting strategies for emotion and mental health tasks.
These strategies can be classified into two directions: 1) approaches
that frame emotion recognition as a complex, multi-dimensional
problem-solving task and 2) works that incorporate emotion aware-
ness as part of the problem-solving process.

The first research direction [49, 82] adopted advanced techniques,
such as in-context learning [6] and chain-of-thought prompting
[69], enabling large language model to decompose the task into

1https://github.com/Kaist-ICLab/Exploring-Modular-Prompt-Design-for-Emotion-
and-Mental-Health-Recognition

intermediate steps. Moreover, prior studies [32, 75] suggested an
emotion-oriented in-context learning and chain of thought prompt-
ing, allowing models to perform a deeper analysis. Further, employ-
ing such prompting strategies enhances the models’ capacity to
follow emotionally intelligent reasoning processes [49], thereby
enabling a more nuanced understanding and accurate classification
of emotional states.

Meanwhile, the second research direction focused on incorporat-
ing emotional cues with prompts, improving LLM’s awareness of
emotions. For instance, incorporating emotional textual signals en-
hances LLMs’ ability to interpret emotional content [65]. Similarly,
emotional cues can improve models’ emotional comprehension
and responses [29]. Yang et al. [73] suggested the use of emotion-
enhanced prompts to improve the model’s ability to detect and
interpret emotional cues, thereby enhancing both prediction ac-
curacy and explainability in mental health tasks. These advances
illustrate how prompt engineering can improve both emotional
sensitivity and fairness in LLMs, making them more effective for
applications like mental health analysis and emotion recognition.

Despite numerous studies proposing various approaches to prompt
design for emotion and mental health analysis, a comprehensive
understanding of the essential prompt components remains lacking.
Recent reviews of prompt engineering only offer basic guidelines,
e.g., a prompt pattern catalog composed of elements such as input
semantics, output customizations, error identification, prompt im-
provement, interaction, and context control [70], as well as various
prompting strategies, such as chain-of-thoughts, self-consistency,
and prompt decomposition [9]. So far, regarding emotional and
mental health as sensitive classification tasks, most research offers
unique, fragmented strategies, leaving a gap in the systematic evalu-
ation of what these components are and how they affect model per-
formance. Our study modularizes key prompt components, drawing
on a comprehensive prompt review by thematic analysis of previ-
ous literature and assessing their impact on performance, offering
a structured framework for future research and application in these
fields.

3 Modular Prompt Design
3.1 Method
3.1.1 Paper selection process. We aimed to collect prompt examples
specifically designed for emotion recognition and mental health
analysis tasks using LLMs. To achieve this, we conducted a system-
atic literature review using three primary databases: ACM Digital
Library, IEEE Access, and Google Scholar. A set of keywords was
carefully selected, focusing on core concepts, i.e., “emotion recog-
nition,” “mental health,” “LLM,” and “prompt.” Our initial search
in ACM and IEEE yielded 348 and 203 records, respectively. After
a full-text assessment, we only included the publications if they
provided prompt examples, focused on text data, and evaluated the
prompt for emotional and mental health analysis tasks. As a result,
we have a total of 12 papers. To include wider sources and publica-
tion types, we expanded our search to Google Scholar, yielding an
initial set of 9,260 papers. Among them, we only included papers
that use LLMs to classify emotions or mental health status, result-
ing in 36 papers. We removed duplicated papers found in the ACM
and IEEE databases, resulting in 31 papers. We then performed a



Exploring Modular Prompt Design for Emotion and Mental Health Recognition CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Records identified through 
ACM library
Search query:
[All: emotion recognition] OR 
[All: metal health] AND 
[Abstract: llm*] AND 
[All: prompt]
Publication Date: 
09/01/2019 to 09/01/2024

N=348

Id
en

tif
ic

at
io

n

Records included in full-text assessment
N=348

In
cl

us
io

n

Records included in thematic analysis
N=7

Records are included if they 
satisfy the following criteria:

1. They provide prompt 
examples about emotion 
recognition or mental health 
analysis.

2. They conduct analyses 
solely based on text data.

3. They evaluate emotion 
recognition or mental health 
analysis results.

Records identified through 
IEEE library
Search query:
("Full Text & Metadata": emotion 
recognition OR "Full Text & 
Metadata": mental health) AND 
("All Metadata":llm OR 
"All Metadata":llms)
Publication year: 
2019 to 2024

N=203

Records included in full-text assessment
N=203

Records included in thematic analysis
N=5

Records identified through 
Google Scholar
Search query:
LLM prompt emotion recognition OR 
mental health
Sort by relevance
Publication year: 
2019 to 2024

N=9,260

Records included in full-text assessment
N=31

Records included in thematic analysis
N=18

Records included after screening 
title and abstract 

N=36

S
cr

ee
ni

ng Records included after removing 
duplication with ACM, IEEE

N=31

Records are included if they 
use LLMs to classify emotions 
or analyze mental states and 
they evaluate classification or 

analysis results. 

Figure 1: Flow diagram of paper search and selection process

full-text assessment of the papers using the same inclusion criteria
applied to the ACM and IEEE sources. The number of papers at
each stage, along with the inclusion criteria, is shown in Figure 1.
Combining the results from all three databases (ACM, IEEE, and
Google Scholar), a total of 30 publications were included in the
thematic analysis (see Table 5 in Appendix). Of these, 14 focused on
emotion recognition and 16 on mental health. We then extracted
prompts designed for emotion recognition and mental health anal-
ysis tasks, resulting in a collection of 54 prompts that were used
for thematic analysis.

3.1.2 Thematic Analysis. We conducted thematic analysis [11] of
the prompts to find out the key components. Thematic analysis was
conducted by two of the authors with HCI and computer science
background. The first step of our analysis involved thoroughly
reading all the data by two researchers. Some extracted prompt
examples are provided in Table 7 in Appendix. In the second step,
we conducted open coding. Here, we did not use pre-defined codes
but instead developed and refined them gradually. Once coding was
complete, we compared, discussed, and adjusted our codes. In the
third step, we searched for patterns by grouping codes with similar
functions. During the fourth step, we gathered prompt segments
relevant to each category and re-examined whether they were truly
aligned with the theme. Finally, we defined the key components
and produced the final result. The code book is presented in Table
6 of Appendix.

3.2 Results
We uncovered six components that commonly construct prompt
design: Persona, Task, N-shot examples, Input, Output, and Tem-
plate. Among the 54 prompt samples we analyzed, Task Instruction
and Input were the most frequently occurring components, each
appearing in 54 samples. Output (in 23 samples) and Persona (in 22
samples) appeared less frequently but still significantly more often
than N-shot Example and Template appearing in 7 and 5 samples,
respectively. Figure 2 provides a comprehensive overview of the
prompt structure with an example.

3.2.1 Persona. This component is used to define various aspects
of a persona that could influence the model’s behavior, including
two elements, i.e., role and capability.

• Role instructs the AI to adopt a specific role or behave in a
particular way. This can be used to adjust the tone, style, or
depth of the information generated.

• Capability can describe skills, knowledge, and abilities that
the persona possesses.

3.2.2 Task. This is the most important component, including (1)
contextual information, (2) task knowledge, (3) task instruction, (4)
step-by-step thinking, and (5) emphasis.

• Context information gives details about what the input is or
the source of input (post, Twitter, diary, etc.).

• Task knowledge provides the model with domain-specific
knowledge or background information that it can utilize to
carry out the analysis. Prompt example: “Generalised anxiety
disorder is a mental health illness that is defined by people
having feelings of excessive anxiety.” [4].
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Figure 2: Key prompt components for LLM-based emotion and mental health tasks (left), along with example prompts to
demonstrate how they are expressed to achieve a task (right).

• Task instruction is the main query that drives the task, in-
structions, or principles that direct how a task should be
performed or approached. Prompt examples: “Analyse the
conversation to determine whether the respondent’s emotional
state is depression or anxiety.” [62].

• Step-by-step thinking is used to break down tasks into se-
quential steps, allowing the model to approach problems
methodically and systematically. Prompt example:
"Let’s think about it step by step:
Step 1: Describe the content of the news.
Step 2: Think about emotional reactions...
Step 3: Think about how you need to express...” [32].

• Emphasis element or stimuli is used to emphasize the im-
portance of the task. Previous studies in psychology have
shown that expectancy, confidence, and social influence can
beneficially impact individual performance. Prompt example:
“This is very important to my career.” Li’s study tried to apply
this factor to LLM prompt and prove that it can lead to better
performance [29].

3.2.3 N-shot Examples. N-short example provides examples to
demonstrate how the model should handle similar tasks, helping
the LLM generalize from the provided instances.

“Example 1:
Post: Does everyone else just hurt all the time It’s not like physical
pain or soreness, it’s just this overwhelming feeling of exhaustion...
Response: Yes. Reasoning: The post conveys a deep sense of emotional
pain, exhaustion, and numbness...” [74].

3.2.4 Input. Input is actual data or content submitted for the task,
which could include sources like social media posts, diary entries,
or conversational threads relevant to the analysis.

3.2.5 Output.

• Content requirement defines the essential information that
must or must not be included in the output, ensuring that
the model addresses all necessary elements of the task. For
examples: “The response should not imply negative emotions
toward anyone or anything, such as disgust, resentment, dis-
crimination, hatred, etc.”[32].

• Format requirement specifies the format or structure that the
output must follow to ensure consistency, clarity, and rele-
vance in the model’s response. “Provide the answers in JSON
format with the following columns: text, topic, risk level.” [17].
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• Label list is a predefined set of labels or categories that the
AI can select from when generating outputs, ensuring stan-
dardized classification or tagging. Prompt example: “Only
from this emotion list: [Emotion List]. Only return the assigned
word.” [67].

3.2.6 Template. A predefined framework is used to structure the
prompt, dividing it into sections or headings to ensure the model
receives well-organized and clear instructions.
Prompt example: “[System] ... [Context] ... [Prompt] ... [Response] ...
[Criteria] .... [32].

4 Evaluation of Modular Prompt Design in
Model Performance: A Case Study

Based on the thematic analysis, we found that LLM prompts in the
emotion and mental health domain can be modularized into six
major components. This modular design implies that a systematic
evaluation of each component’s importance and performance is
possible. In other words, it allows for independent analysis of how
specificmodules affectmodel performance and enables us to know if
the removal or modification of the modules positively or negatively
impacts the model performance. For components that significantly
influence performance, it is possible to understand how variations
in these modules affect the performance.

4.1 Evaluation Scope
We investigate how the presence, absence, or variation of each
component in modular prompts affects model performance. While
many candidate variations can be derived from the modules, there
were constraints in time and resources to experiment with all of
them. Therefore, as a case study, we selected two key components
deemed most essential for this research: persona and task instruc-
tions. In the following, we elaborate on the rationale for choosing
these two components and present experiments that explore their
impact on performance in emotional and mental health tasks.

Persona refers to a set of characteristics, such as personality, style,
and profession, that shape how the model generates responses to
simulate a consistent behavior or identity [30]. Recent studies [22]
claimed that persona prompting provides statistically significant im-
provements in LLM predictions, though the extent of improvements
varies. As highlighted in Table 6, the high frequency of persona
and its relevance to the domain suggest that persona is a critical
factor in enhancing performance in mental health-related tasks.
Our experience in mental and emotion recognition underscores
the critical role of the LLM’s persona module. For instance, psychi-
atrists contribute to labeling sensitive datasets, such as those for
suicidal ideation [16], emphasizing the necessity of domain-specific
knowledge for accurate and reliable recognition. As detailed in
Table 8 of Appendix C, we developed an ‘expert system’ persona
tailored to specific emotion and mental health domains to optimize
performance.

Task instruction refers to the specific directions provided to the
model to define and execute a given task. This module focuses
on how tasks are described and executed, allowing for varied in-
struction styles based on the needs of the persona or context [76].
This module was selected due to the high frequency observed in
the thematic analysis (see Table 6). We generated three variations

within this module, considering previous findings in prompting
and its possible relevance with the mental health domain. Clear and
Direct is designed to provide straightforward, clear instructions
based on prior LLM research [55]. This observation is consistent
with principles from communication research [47] and effective
interpersonal communication theories [58], which emphasize the
critical role of clarity and directness in communication. We gen-
erated this variation by instructing the LLM (GPT-4o): “Provide
simple, easy-to-follow instructions with concise language.” The
second variation, Emotionally Descriptive, enhances the emotional
richness of the instructions, as emotions are intertwined with cog-
nitive functions like attention and decision-making [23, 61]. Also,
prior studies [42, 73] emphasized that emotion infusion in prompts
can inspire LLM to concentrate on emotional clues, enhancing per-
formance in an emotion-intensive setting. We instructed the LLM
(GPT-4o) to “Incorporate vivid language and emotional depth, focus-
ing on enhancing emotional aspects.” The third variation, Technical
& Analytical, uses expert terminology to align with professional
communication standards to align with the domain-expert persona
settings. As in prior work [45], we generated instructions focused
on precise language relevant to psychology and mental health: “Use
technical jargon and expert language suitable for professionals,
with emphasis on analysis.” The detailed variations of prompts are
in Table 8 in Appendix.

4.2 Datasets
We used open datasets to evaluate the prompt components for
emotion recognition and mental health analysis. For emotion recog-
nition, we focused on complex emotion understanding and fine-
grained classification, while the mental health dataset addressed
stress, depression, and suicidal ideation. The datasets were se-
lected based on task difficulty to assess prompt performance across
varying complexity. We randomly selected 200 samples from each
dataset for consistent evaluation, with dataset details and statistics
provided in Table 10 in Appendix.

4.3 LLM Models
With advancements in LLM performance, there is increasing inter-
est in evaluating relatively smaller models. We assess emotion and
mental health capabilities by comparing both large and small mod-
els, examining how prompt variations affect performance across
different model sizes. For large models, we use Google’s API-based
Gemini, available in versions such as Ultra, Pro, and Nano, opti-
mized for various use cases. Specifically, we selected the Gemini-
1.5-Pro-001 [52]. Additionally, we evaluated GPT-4o, regarded as
the largest and highest-performing LLM at the time of writing,
using the gpt-4o-2024-05-13 [1] version. For small open-source
models, we used Alibaba’s Qwen2-7B-Instruct [72], a model with
7B parameters, suitable for comparison against other open-source
models. The base model for Qwen2-7B-Instruct is Qwen2-7B, which
is pre-trained on a large-scale corpus and then instruction-tuned.
We also selected Mistral-7B-Instruct-v0.3 [8], another instruction-
tuned model based on the Mistral-7B architecture. We excluded
Llama models from this study due to their limitations in safety
restrictions, especially when dealing with suicide-related content.
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4.4 Evaluation Metrics
The primary evaluation metrics used in this study are Accuracy
and F1-macro, as in prior studies [17, 73]. After applying the same
prompt technique to various models, we experimentally validated
how these models perform and how prompt techniques behave in
different models.

5 Results
This section summarizes the results of various prompt components,
particularly the Persona and Task Instruction components. We first
analyze the results to understand the individual effects of prompt
components on model performance (Section 5.1). We then extend
this analysis by examining how components interact with each
other (Section 5.2). We set the baseline as prompt without Persona
and Task Instruction, while all other components are included and
fixed. We differentiate Persona and Task Instruction settings for a
systematic evaluation. Table 9 in Appendix shows the component
settings for each experiment and settings for the baseline prompt.

5.1 Impact of Individual Components
5.1.1 Impact of Persona on Model Performance. Figure 3 and Table
2 assess the impact of Persona across datasets. Applying Persona
improved performance across four datasets, with varying degrees.
For GoEmotions, GPT-4o improved by 0.82%, Gemini by 4.03%, and
Mistral by 6.22%. In EmoBench, the improvement was minimal.
In Dreaddit, GPT-4o and Gemini showed no significant changes,
but Qwen2 and Mistral decreased by 10.8% and 15%, respectively.
In SDCNL, all models except Gemini saw modest gains, while in
the CSSRS-Suicide dataset, GPT-4o improved by 8.55%, Gemini by
1.76%, Qwen2 by 8.74%, and Mistral by 3.89%. These results suggest
that Persona is particularly beneficial in tasks involving subtle la-
bels, like suicide severity. Overall, both GPT-4o and Gemini showed
consistent improvements with Persona, while smaller models like
Qwen2 and Mistral displayed inconsistent results. While the im-
pact of Persona is more pronounced in larger models, it remains a
valuable component for enhancing performance.

5.1.2 Impact of Task Instruction on Model Performance. The results
from Figure 4 and Table 3 clearly demonstrate the influence of Task
Instruction on model performance. In the EmoBench, GoEmotions,
and CSSRS-Suicide datasets, incorporating Task Instruction gen-
erally improved performance. However, in the Dreaddit dataset,
adding Task Instruction tended to reduce performance. Given that
Dreaddit is a binary classification task, it is likely that the com-
plexity and length added by the Task Instruction negatively im-
pacted performance. This suggests that overly complex prompts
may hinder performance in simpler tasks such as binary classifica-
tion. In EmoBench, the “Technical & Analytical” instruction was
especially effective. When applied to GPT-4o, it resulted in a 5.92%
performance improvement, while Gemini saw a 5.23% improvement.
This highlights the ability of the “Technical & Analytical” prompt
to significantly boost performance in large models, particularly
in scenarios requiring complex emotional reasoning. The “Emo-
tionally Descriptive” prompt had a strong positive impact on the
CSSRS-Suicide dataset. GPT-4o and Gemini showed performance

improvements of 18.40% and 10.58%, indicating enhanced label dif-
ferentiation in suicide severity classification. Although Qwen2’s
performance declined on the SDCNL dataset, the accuracy drop was
3.59%, and the F1 drop was 3.56% less with the “Emotionally Descrip-
tive” prompt compared to the “Clear & Direct” prompt. Moreover,
the “Emotionally Descriptive” prompt helped mitigate the perfor-
mance decline in Mistral, indicating that emotional prompts can
alleviate performance degradation.

5.2 Impact of Component Interactions on
Model Performance

Through Figure 5, we analyzed the impact of Task Instructions on
LLM performance with and without the application of Persona,
using Z-Scores. The Clear & Direct Task showed above-average
performance in most datasets, with the most notable improvement
seen in EmoBench. This suggests that providing clear, straightfor-
ward task instructions results in consistent improvement, especially
when coupled with an expert persona.

Contrary to the expectation that combining two components
would enhance performance, in some cases, we observed a decline
in performance. In Table 4, the combination of Emotionally De-
scriptive task instruction with Persona-Expert shows a decrease in
performance. For instance, in the case of GPT-4o, accuracy dropped
by 2.21% and macro F1 by 2.09%, while for Gemini, accuracy de-
creased by 6.00% and macro F1 by 3.71% in the CSSRS-Suicide
dataset. Several other datasets also showed a similar trend where
the performance did not improve, instead the benefits of each com-
ponent were offset. This indicates that when Persona and Task In-
struction components are used together, their combined strengths
are not always maximized. Performance may even fall below that
of the Baseline + Task combination.

Additionally, Table 4 shows that the GPT-4o model consistently
outperformed other models. Notably, in the absence of Persona,
GPT-4o achieved the highest performance in three out of five
datasets—EmoBench, Dreaddit, and CSSRS-Suicide. This indicates
that even without the assistance of Persona, GPT-4o excels in han-
dling complex emotional and mental health tasks. When Persona
was applied, GPT-4o continued to achieve top performance across
most datasets. It recorded the highest F1 scores in all datasets, ex-
cept for GoEmotions. This implies that GPT-4o not only performs
well without Persona but also benefits significantly from its appli-
cation, improving its performance more than other models under
the same conditions.

6 Discussion
We discuss how the modular prompt design can be applied in the
HCI domain, providing detailed guidelines for researchers and prac-
titioners. We also reflect on ethical and privacy considerations in
modular prompt engineering.

6.1 Modular Prompt Design for Emotion and
Mental Health Research in HCI

We proposed a modular prompt design for the emotion and mental
health domain, grounded in a comprehensive thematic analysis of
existing prompts. While previous studies have explored prompt
strategies for tasks such as emotion recognition [5, 42], anxiety or
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Figure 3: Comparison of F1-scores for 4 LLMs across 5 datasets (EmoBench, GoEmotions, Dreaddit, SDCNL, CSSRS-Suicide): the
baseline vs. the combination of a persona component.
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Persona Model Emobench Goemotion Dreaddit SDCNL CSSRS

Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

Baseline

Mistral 0.3367 0.3189 0.3196 0.2939 0.6533 0.6279 0.7035 0.6852 0.2700 0.1784
Qwen2 0.3807 0.3631 0.3298 0.3258 0.6800 0.6568 0.7437 0.7428 0.2400 0.1741
Gemini 0.5404 0.5155 0.3759 0.3789 0.5808 0.3966 0.7050 0.7037 0.3116 0.2620
GPT4o 0.5729 0.5508 0.4082 0.4033 0.6650 0.6306 0.7071 0.7070 0.2950 0.2019

Baseline + Persona

Mistral 0.3586 0.3311 0.3636 0.3561 0.5700 0.4779 0.7172 0.7136 0.2800 0.2173
Qwen2 0.3827 0.3731 0.3073 0.3014 0.6150 0.5480 0.7626 0.7604 0.3050 0.2615
Gemini 0.5477 0.5217 0.4121 0.4192 0.5850 0.5036 0.6750 0.6720 0.3000 0.2796
GPT4o 0.5528 0.5326 0.4167 0.4115 0.6750 0.6392 0.7186 0.7180 0.3385 0.2874

Table 2: Evaluation results of each model using Persona. The bold texts indicate the highest performance in terms of Accuracy
and F1-score for each dataset.

Model Task Instruction Emobench Goemotion Dreaddit SDCNL CSSRS

Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

Mistral

Clear & Direct +0.0237 +0.0251 +0.0289 +0.0322 -0.0483 -0.0875 +0.0201 +0.0361 0.0000 +0.0343
Emotionally Descriptive -0.0117 -0.0112 +0.0205 +0.0206 -0.0841 -0.1597 +0.0015 +0.0165 -0.0300 -0.0136
Technical & Analytical +0.0034 -0.0013 +0.0375 +0.0356 -0.0783 -0.1413 +0.0050 +0.0161 -0.0150 +0.0143

Qwen2

Clear & Direct +0.0254 +0.0285 +0.0070 +0.0026 -0.0492 -0.0755 -0.0514 -0.0509 +0.0626 +0.0452
Emotionally Descriptive +0.0326 +0.0371 +0.0367 +0.0339 -0.1600 -0.2805 -0.0155 -0.0153 +0.0113 +0.0180
Technical & Analytical +0.0102 +0.0178 +0.0670 +0.0663 -0.0595 -0.0837 -0.0309 -0.0304 -0.0092 -0.0160

Gemini

Clear & Direct +0.0274 +0.0260 +0.0460 +0.0458 -0.0252 0.0556 +0.0318 +0.0330 +0.0484 +0.0384
Emotionally Descriptive +0.0146 +0.0140 -0.0069 -0.0035 -0.0558 -0.0100 +0.0368 +0.0381 +0.1084 +0.1058
Technical & Analytical +0.0011 +0.0523 +0.0284 +0.0184 -0.0208 +0.0636 -0.0820 -0.0977 +0.0530 +0.0464

GPT4o

Clear & Direct +0.0371 +0.0400 +0.0110 +0.0060 0.0000 -0.0052 +0.0029 +0.0029 +0.1050 +0.1601
Emotionally Descriptive -0.0279 -0.0224 +0.0080 +0.0046 -0.0800 -0.1270 +0.0129 +0.0130 +0.1321 +0.1840
Technical & Analytical +0.0179 +0.0592 +0.0093 +0.0007 0.0000 -0.0052 -0.0036 -0.0042 +0.0989 +0.1423

Table 3: Performance changes in Accuracy and F1-macro metrics based on Task Instruction compared to the Baseline prompt.
Persona is not applied. Blue indicates a performance improvement, while red indicates a decline.

depression detection [4, 62], and suicidal risk detection [17], there
has been a lack of systematic understanding of the components
that constitute these prompts and their effects on performance. To
address this gap, we identified the core components of prompts used
and analyzed how each component influences performance. Our
modular prompt design offers a systematic evaluation framework
tailored for HCI researchers and software developers working on
LLM-based mental health systems. The modular prompt design
could be adopted to evaluate and refine the prompts used in their
intervention systems, such as recognizing children’s emotions [56],
diagnosing stress or depression [26, 51], and detecting suicidal
ideation risks [59]. This approach enables researchers to iteratively
test and optimize prompt configurations, enhancing the precision of
mental health detection and increasing the efficacy of intervention
outcomes. A promising future direction involves automating this

process by incorporating modular components into LLM-assisted
prompt engineering [27, 50, 81].

6.2 Guidelines for Modular Prompt Design and
Systematic Evaluation

Informed by our findings, we propose guidelines to design, refine,
and evaluate LLM prompts for emotion and mental health tasks.
These guidelines are intended to assist researchers and practitioners
in creating high-performing, reproducible, and reusable prompts.

Step 1. Decompose existing prompts into six modules and
check clarity

First, decompose existing prompts into key modules, which can
then be used for systematic evaluation: Persona, Task Instruction, N-
shot, Template, Input, and Output. Each module should be aligned
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Figure 5: Analysis of the impact of Task Instructions on LLM performance, with and without the application of Persona. We
averaged the F1-macro scores of each model across and then normalized the values using z-scores to visualize the relative
performance differences. Positive values indicate above-average performance, Negative values indicate below-average perfor-
mance.

Task Instruction Model Emobench Goemotion Dreaddit SDCNL CSSRS

Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

Persona-None

Clear & Direct

Mistral 0.3604 0.3440 0.3485 0.3261 0.6050 0.5404 0.7236 0.7213 0.2700 0.2127
Qwen2 0.4061 0.3916 0.3368 0.3284 0.6308 0.5813 0.6923 0.6919 0.3026 0.2193
Gemini 0.5678 0.5415 0.4219 0.4247 0.5556 0.4522 0.7368 0.7367 0.3600 0.3004
GPT4o 0.6100 0.5908 0.4192 0.4093 0.6650 0.6254 0.7100 0.7099 0.4000 0.3620

Emotionally Descriptive

Mistral 0.3250 0.3077 0.3401 0.3145 0.5692 0.4682 0.7050 0.7017 0.2400 0.1648
Qwen2 0.4133 0.4002 0.3665 0.3597 0.5200 0.3763 0.7282 0.7275 0.2513 0.1921
Gemini 0.5550 0.5295 0.3690 0.3754 0.5250 0.3866 0.7418 0.7418 0.4200 0.3678
GPT4o 0.5450 0.5284 0.4162 0.4079 0.5850 0.5036 0.7200 0.7200 0.4271 0.3859

Technical & Analytical

Mistral 0.3401 0.3176 0.3571 0.3295 0.5750 0.4866 0.7085 0.7013 0.2550 0.1927
Qwen2 0.3909 0.3809 0.3968 0.3921 0.6205 0.5731 0.7128 0.7124 0.2308 0.1581
Gemini 0.5415 0.5678 0.4043 0.3973 0.5600 0.4602 0.6230 0.6060 0.3646 0.3084
GPT4o 0.5908 0.6100 0.4175 0.4040 0.6650 0.6254 0.7035 0.7028 0.3939 0.3442

Persona-Expert

Clear & Direct

Mistral 0.3452 0.3213 0.3469 0.3188 0.5700 0.4725 0.7250 0.7213 0.2550 0.1939
Qwen2 0.4082 0.3915 0.2893 0.2734 0.6256 0.5627 0.7077 0.7072 0.2615 0.2058
Gemini 0.5578 0.5297 0.3782 0.3813 0.5850 0.5036 0.6528 0.6403 0.4150 0.3824
GPT4o 0.6080 0.5953 0.4154 0.4073 0.6700 0.6349 0.7250 0.7238 0.3650 0.3347

Emotionally Descriptive

Mistral 0.3434 0.3216 0.3401 0.3192 0.5897 0.5042 0.7150 0.7124 0.2550 0.1816
Qwen2 0.3949 0.3828 0.3402 0.3704 0.5400 0.4165 0.6974 0.6954 0.2205 0.1546
Gemini 0.5276 0.5063 0.3866 0.3955 0.5550 0.4451 0.6515 0.6307 0.3600 0.3307
GPT4o 0.5500 0.5340 0.4278 0.4172 0.6600 0.6184 0.7236 0.7229 0.4050 0.3650

Technical & Analytical

Mistral 0.3316 0.3096 0.3214 0.2995 0.5500 0.4420 0.7136 0.7078 0.2600 0.1962
Qwen2 0.3980 0.3853 0.3757 0.3665 0.6205 0.5546 0.7026 0.7025 0.2103 0.1479
Gemini 0.5377 0.5092 0.4062 0.4003 0.5800 0.4900 0.6564 0.6231 0.3900 0.3387
GPT4o 0.5707 0.5553 0.4227 0.4118 0.6550 0.6114 0.7200 0.7182 0.3737 0.3297

Table 4: Evaluation results of each model using two Persona and three Task Instruction combinations. The bold texts indicate
the highest performance in terms of Accuracy and F1-score for each dataset.



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Kim et al.

with its intended purpose and adjusted as necessary. After decompo-
sition, ensure each module is clear, concise, and easy to understand,
revising ambiguous elements to improve comprehension.

Note that our findings indicate that modular prompts enable
the creation of flexible and reusable prompts. Modular prompts
allow flexible removal or addition of specific modules to achieve
the desired outcome and the reuse of modules that have proven
effective in certain mental health tasks for similar tasks.

Step 2. Identify and evaluate variation and interactions
Identify variations in each module and evaluate interactions

between modules to understand their impact on performance. Note
that interactions between modules could also be tested to analyze
synergies or trade-offs.

Note that variations can be tested for each module, such as differ-
ent tones in the ‘Persona’ module, including empathetic, neutral, or
expert. Based on our findings, we recommend using the ‘Persona-
Expert’ module in suicidal risk prediction tasks because this module
leads to more accurate responses. For the ‘Task Instruction’ module,
we recommend using ‘Clear and Direct’ instructions for simple
tasks like binary classification because overly complicated instruc-
tions can hinder performance. In contrast, for tasks like suicidal risk
detection, ‘Emotionally Descriptive’ instructions are recommended
because they can mitigate performance degradation. Furthermore,
our findings indicate that combining modules does not always lead
to improved performance. For instance, combining ‘Emotionally
Descriptive’ task instructions with the ‘Persona-Expert’ module
resulted in performance degradation in suicidal risk prediction.
Therefore, each module should be tested both individually and in
combination to identify configurations that improve performance.

6.3 Ethical and Privacy Safeguards for Sensitive
Mental Health Applications

Large language models show promise in emotion and mental health
analysis, serving as complementary tools that can assist experts
instead of replacing humans. However, their deployment requires
careful oversight, particularly in addressing ethical and privacy con-
cerns. One such ethical concern is amodel bias where certain groups
may be overrepresented or underrepresented in training data, lead-
ing to biased results [7, 39]. An ethical safeguard is the iterative
design of bias-contributing modules by testing variations of each
module and refining them through repeated iterations. For instance,
if the persona-expert module introduces bias, the prompt could be
adjusted to: “You are an ‘unbiased’ expert, specializing in emotional
classification that is not biased toward gender.” Bias-aware design of
each module allows for targeted improvements without overhaul-
ing the entire prompt. Additionally, privacy concerns about leakage
of sensitive personal information must be carefully considered when
an LLM diagnoses a user’s mental health based on third-party data
or past information [41, 78]. To safeguard privacy, the ‘Input’ and
‘Output’ modules should filter personally identifiable information
and sensitive data, with local processing recommended to prevent
leakage. This would help reduce the risk of privacy breaches and
prevent the unintended exposure of confidential information.

6.4 Limitation and Future Work
Although we evaluated the major components of persona and task
instruction, the limitation of not being able to test all combinations
of prompt components still exists. To fully understand the impact
of each prompt component on model performance, additional re-
search that considers the interaction between various components
is necessary. In particular, a detailed analysis of how each compo-
nent, individually or in combination, affects performance is crucial,
as such analysis could maximize the flexibility and reusability of
prompt design. Furthermore, the analysis of the results from the
Dreaddit and SDCNL datasets, as shown in Table 2, Table 4, Fig.
3, and Fig. 4, revealed that open-source models (smaller models)
performed better than closed-source (large models) models. While
smaller models generally tend to underperform compared to larger
models [79], it is notable that the open-source models outperformed
in these specific datasets. Thismay indicate the possibility that these
datasets were included in the training data of the open-source mod-
els. If these datasets were indeed used for training, the evaluation
results could be skewed, and the actual effect of certain prompt
components may not be accurately reflected. Therefore, when inter-
preting the study’s findings, it is essential to consider the potential
for data leakage, and future research should further investigate this
issue. By eliminating the possibility of dataset duplication and the
resulting performance distortion, more reliable research outcomes
can be achieved.

7 Conclusion
We proposed a modular prompt design approach for emotion and
mental health tasks. Our findings underscore the value of mod-
ularity in prompt engineering for software developers, offering
flexibility and reusability for optimizing prompts in emotionally
sensitive contexts. As a case study, we explored a systematic evalu-
ation of persona and task instruction variations. While persona and
task instruction can enhance performance individually, contrary
to our expectations, their combination did not always yield better
results, emphasizing the need for task-specific prompt design. Our
modular framework provides systematic ways of designing effec-
tive prompts, with future work focusing on expanding the analysis
of prompt components and designing new tools for prompt design.
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Topic Associated studies
Emotion recognition [5] [42] [32] [67] [14] [24] [20] [37] [35] [29] [48] [40] [33] [19]
Anxiety and depression/stress detection [62] [4] [28] [43] [54] [73] [74] [71]
Suicide risk detection [17] [25] [66] [10] [57] [77] [60] [82]

Table 5: Studies from which prompts were extracted for thematic analysis. The studies are categorized by their focus: emotion
recognition, anxiety and depression/stress detection, and suicide risk detection.

Component Code Label Freq. Definition Examples

Persona Role 22 Instructs the AI to adopt a specific role or behave in a
particular way. This can be used to adjust the tone,
style, or depth of the information generated.

“You are a psychiatrist.”[25]
“You’re an expert in sentiment analysis and emotion cause identification“[37]

Capability 4 Describes the skills, knowledge, and abilities that the
persona is expected to possess, indicating what the AI
should be able to perform or understand.

“You can accurately assess people’s emotional states”[32]
“capable of understanding the sentiment within a text.”[67]

Task Contextual
information

15 Specifies the nature or origin of the input data (e.g.,
social media posts, diary entries, or transcripts),
providing necessary context for the task.

“This person wrote this paragraph on social media.”[71]
“You will be provided with a tweet written in Arabic variants (Modern Standard Arabic and Dialectal
Arabic)” [42]

Task
knowledge

11 Provides the model with domain-specific knowledge or
background information that it can utilize to carry out
the analysis.

“Generalised anxiety disorder is a mental health illness that is defined by people having feelings of
excessive anxiety.” [4]

Task
instruction

54 The primary query or set of instructions guiding the AI
on how to perform the task or address the problem at
hand.

“Consider the emotions expressed from this post to answer the question: Is the poster likely to suffer from
very severe [Condition]?” [73]
“Your task is to generate a suicidal text for each of the following "topics" with different Risk levels” [17]

Step-by-step
thinking

10 Breaks down tasks into logical, sequential steps,
enabling the model to address complex tasks
systematically and methodically.

“Let’s think about it step by step:
Step 1: Describe the content of the news.
Step 2: Think about emotional reactions...
Step 3: Think about how you need to express...”[32]

Emphasis 3 Emphasis element or stimuli is used to emphasize the
importance of the task.

“This is very important to my career.” [29]
“You’d better be sure.” [29]

N-shot Example 7 Provides examples to demonstrate how the model
should handle similar tasks, helping the AI generalize
from the provided instances.

“Example 1:
Post: Does everyone else just hurt all the time It’s not like physical pain or soreness, it’s just this
overwhelming feeling of exhaustion...
Response: Yes. Reasoning: The post conveys a deep sense of emotional pain, exhaustion, and
numbness...”[74]

Input 54 Actual data or content submitted for the task, which
could include sources like social media posts, diary
entries, or conversational threads relevant to the
analysis.

“Tweet: @CScheiwiller can’t stop smiling”[35]
“Post: Does everyone else just hurt all the time It’s not like physical pain or soreness, it’s just this
overwhelming feeling of exhaustion...”[74]

Output Content
requirement

4 Defines the essential information that must or must
not be included in the output, ensuring that the model
addresses all necessary elements of the task.

“The response should not imply negative emotions toward anyone or anything, such as disgust, resentment,
discrimination, hatred, etc.” [32]
“Just give me the final word, no further analysis.” [62]

Format
requirement

23 Specifies the format or structure that the output must
follow to ensure consistency, clarity, and relevance in
the model’s response.

“Provide the answers in JSON format with the following columns: text, topic, risk level.” [17]
“Formatting: Strictly provide each snippet and only the snippets delimited by a semicolon(’;’)” [66]

Label list 10 A predefined set of labels or categories that the AI can
select from when generating outputs, ensuring
standardized classification or tagging.

“Only from this emotion list: [Emotion List]. Only return the assigned word.” [67]
“Only return Yes or No,” [73]

Template 5 A predefined framework used to structure the prompt,
dividing it into sections or headings to ensure the
model receives well-organized and clear instructions.

“[System] ... [Context] ... [Prompt] ... [Response] ... [Criteria] ....” [32]

Table 6: Code book contains main components, code labels, frequency of code labels, definitions, and illustrative examples
derived from thematic analysis.
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Prompt examples Associated studies
You will be presented with a post. Consider the emotions expressed in this post to identify whether the poster suffers from
[condition]. Only return Yes or No, then explain your reasoning step by step. Here are N examples:
Post: [example 1]
Response: [response 1]
. . .
Post: [example N]
Response: [response N]
Post: [Post]
Response:

[5]

Analyze the dialogue to determine whether the respondent’s emotional state is depression or anxiety. Question: [question],
Answer: [text],..., Question: [question], Answer: [text], tell me the respondent’s emotion in the following format: “anxiety” or
“depression”. Just give me the final word, no further analysis.

[62]

Your task is to generate a suicidal text for each of the following "topics" with different Risk levels.
1 - Depression
2 - Anxiety
3-Hopelessness
4-Anger
5-Perfectionism
6-Family issues
7-Relationship problems
8-Unemployment
9-FinancialCrisis
10-Education
11-Being Bullied
12-Death of close one
13-Immigration
14-Racism
Provide the answers in JSON format with the following columns: text, topic, risk level.
Risk level criteria: These are the criteria of different suicide risk level:
Risk Level=Non Suicidal: I do not see evidence that this person is at risk for suicide
Risk Level = Suicidal: I believe this person is at high risk of attempting suicide in the near future.

[17]

Determine whether each item in the following list of emotions is conveyed in the text below, which is delimited with triple
backticks.
Give your answer as a list with labels and 0 or 1 for each label.
List of emotions: Anger, Anticipation, Disgust, Fear, Joy, Love, Optimism, Pessimism, Sadness, Surprise, Trust, neutral
Text : I am filled with jealous rage, I am feeling quite sad, sorry for myself but I will snap out of it soon.

[42]

Task: Categorize the tweet into an ordinal class that best characterizes the tweeter’s mental state, considering various degrees
of positive and negative sentiment intensity. 3: very positive mental state can be inferred. 2: moderately positive mental state
can be inferred. 1: slightly positive mental state can be inferred. 0: neutral or mixed mental state can be inferred. -1: slightly
negative mental state can be inferred. -2: moderately negative mental state can be inferred. -3: very negative mental state can
be inferred
Tweet: Beyoncé resentment gets me in my feelings every time.
Intensity Class:

[35]

Table 7: Examples of extracted prompts from existing studies, illustrating the variety of prompt-based approaches used in
mental health and emotion analysis tasks. Each prompt is designed to elicit model responses for specific tasks such as emotion
classification, risk assessment, and sentiment intensity categorization.



Exploring Modular Prompt Design for Emotion and Mental Health Recognition CHI ’25, April 26–May 01, 2025, Yokohama, Japan

Component Sub-Components Emotion Recognition Mental Health Analysis
Emobench GoEmotion Dreaddit SDCNL CSSRS-Suicide

Persona Role

You are an expert system specializing in emotion classification,
designed to analyze text with a highly analytical and empathetic
approach.

You are an expert system specializing in mental health analysis, designed to evaluate text with
a highly sensitive and empathetic approach.

Capability
You excel at detecting and interpreting a wide range of emotions,
considering nuanced language and complex emotional cues.

Your expertise lies in identifying signs of mental health concerns, including anxiety, depression,
and stress, by carefully analyzing nuanced language and subtle emotional cues.

Task Task Instruction:
1. Clear & Direct

Review the scenario, note the
emotions the subject is feeling,
and choose the right answer to
the question.

Read the Reddit post, identify
the emotions expressed, and
choose the emotion label that
best matches the overall senti-
ment.

Read the post, focus on the
writer’s mental state and emo-
tions, and answer the question
with a clear “yes” or “no”.

Read the post, focus on the
writer’s mental state and emo-
tions, and decide if they are "sui-
cidal" or experiencing "depres-
sion."

Read the post, focus on the
writer’s mental state and emo-
tions, and choose the suicide
severity scale that best matches
their condition.

Task Instruction:
2. Emotionally
Descriptive

Immerse yourself in the sce-
nario, attentively observing the
waves of emotion the subject is
experiencing. Let the depth of
these feelings guide you as you
select the answer that truly res-
onates with the emotional core
of the situation.

Delve into the Reddit post, pay-
ing close attention to the emo-
tional undertones and expres-
sive language. Feel the inten-
sity of the emotions conveyed,
and select the emotion label that
most accurately captures the
heart of the sentiment.

Immerse yourself in the post,
deeply sensing the writer’s
emotional state, their mental
turmoil, and the underlying
thoughts that guide their feel-
ings. Let this emotional insight
inform your response, answer-
ing the question with a defini-
tive “yes” or “no”.

Carefully examine the post, tun-
ing into the writer’s emotional
depth, mental struggles, and
the underlying despair in their
thoughts. Use this emotional in-
sight to determine whether the
writer is "suicidal" or suffering
from "depression."

Immerse yourself in the post,
paying close attention to the
writer’s emotional turmoil,
mental state, and the underly-
ing thoughts that reveal their
struggles. Let this emotional
understanding guide you in
selecting the suicide severity
scale that most accurately
reflects their mental condition.

Task Instruction:
3. Technical &
Analytical

Conduct a thorough analysis of
the scenario, with a particular
focus on the subject’s affective
states and emotional responses.
Apply your understanding of
psychological principles to iden-
tify the most accurate answer,
ensuring that your choice re-
flects a nuanced interpretation
of the subject’s emotional and
cognitive processes.

Analyze the Reddit post with
a focus on identifying and
categorizing the emotional ex-
pressions. Utilize psychological
frameworks to determine the
most appropriate emotion label
that encapsulates the overarch-
ing sentiment of the post, con-
sidering both explicit and nu-
anced emotional cues.

Conduct a thorough assess-
ment of the post, analyzing the
writer’s mental state, emotional
expressions, and cognitive pro-
cesses. Using clinical reasoning
and psychological insight, deter-
mine the most appropriate an-
swer to the question, respond-
ing with a precise “yes” or “no”.

Perform a detailed analysis of
the post, evaluating the writer’s
mental state, emotional expres-
sions, and cognitive patterns.
Utilize your psychological ex-
pertise to accurately diagnose
whether the writer’s condition
is indicative of "depression" or
"suicidal" ideation, and provide
your answer accordingly.

Conduct a comprehensive as-
sessment of the post, focus-
ing on the writer’s mental
state, affective expressions, and
cognitive processes. Utilize es-
tablished psychological frame-
works to determine the most ap-
propriate suicide severity scale,
ensuring it accurately reflects
the writer’s current mental con-
dition and risk level.

N-shot Examples 0-shot
Input Input : “input content for each dataset sample”

Output

[Requirements]
Provide your response in text.
Only select the Label from "{label_list}".
Do not generate labels that are not in the list. Your response must include ’Label: ’ followed by the selected label and ’Confidence Score: ’ followed by a score
from 0 to 1 indicating your confidence.
Respond according to the [Format].
[Format]
<Label>: [Your Selected Label Here]
<Confidence Score>: [Your Confidence Score Here]
Provide your response in text.

Template

###Persona###
###Task###
###N-shot Examples###
###Input###
###Output###

Table 8: Prompt components used for evaluation. We fix the content for N-shot examples, Input, Output, and Prompt Template
components while systematically evaluating different variations in Persona and Task Instructions. We select the prompt
component for the corresponding dataset.
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Prompt Persona Task N-shot Examples Input Output Prompt Template
Baseline X X Fixed (zeroshot) Fixed Fixed Fixed
Baseline + Persona O X Fixed (zeroshot) Fixed Fixed Fixed
Baseline + Task Instruction X O (3 variations) Fixed (zeroshot) Fixed Fixed Fixed
Baseline + Persona + Task Instruction O O (3 variations) Fixed (zeroshot) Fixed Fixed Fixed

Table 9: Incremental prompt variations for systematic evaluation, starting from the baseline prompt and progressively
incorporating persona and task instructions.

###Persona###

You are an expert system specializing in mental health analysis, 

designed to evaluate text with a highly sensitive and empathetic 

approach. Your expertise lies in identifying signs of mental health 

concerns, including anxiety, depression, and stress, by carefully 

analyzing nuanced language and subtle emotional cues.

###Task###

Carefully examine the post, tuning into the writer’s emotional depth, 

mental struggles, and the underlying despair in their thoughts. Use this 

emotional insight to determine whether the writer is "suicidal" or 

suffering from "depression.“

###N-shot Examples###

###Input###

Scenario: Momo loved dancing and used it as an escape from her 

stressful life. Today, her client refused her work multiple times which 

resulted in her being reprimanded by her boss. Arriving at the dance 

studio, she put her bag down and screamed before starting to dance. 

After she finished dancing, Momo closed her eyes and nodded to 

herself in the mirror.

Question: What emotion would "Momo" ultimately feel in this situation?

Choices: "['Relief', 'Sadness', 'Anger', 'Hopeless', 'Amusement', 'Guilt’]”

###Output###

[Requirements]

Provide your response in text. Only select the label from "['Jealousy', 

'Embarrassment', 'Nervousness', 'Delight', 'Disapproval', 'Guilt']". Do 

not generate labels that are not in the list. Your response must include 

'Label: ' followed by the selected label and 'Confidence Score: ' 

followed by a score from 0 to 1 indicating your confidence. Only 

generate Label and Confidence Score. Respond according to the 

[Format].

[Format]

<Label>: [Your Selected Label Here]

<Confidence Score>: [Your Confidence Score Here]

Emobench → Baseline + Persona + Task 
Instruction(Clear & Direct)

###Persona###

You are an expert system specializing in mental health analysis, 

designed to evaluate text with a highly sensitive and empathetic 

approach. Your expertise lies in identifying signs of mental health 

concerns, including anxiety, depression, and stress, by carefully 

analyzing nuanced language and subtle emotional cues.

###Task###

Immerse yourself in the post, deeply sensing the writer’s emotional 

state, their mental turmoil, and the underlying thoughts that guide their 

feelings. Let this emotional insight inform your response, answering the 

question with a definitive “yes” or “no”.

###N-shot Examples###

###Input###

Post: Post: If you knew Garret you would never have seen this coming. 

The family is exhausted at this point. I just want to do anything I can to 

help them and this is the platform I have. Any little thing helps. I can't 

think of a more caring family that is totally deserving of any help they 

can get.

nQuestion: "Does the poster suffers from stress?"

Choices : “['yes', 'no']”

###Output###

[Requirements]

Provide your response in text. Only select the Label from "['yes', 'no']". 

Do not generate Label that are not in the list. Your response must 

include 'Label: ' followed by the selected label and 'Confidence Score: ' 

followed by a score from 0 to 1 indicating your confidence. Only 

generate Label and Confidence Score. Respond according to the 

[Format].

[Format]

<Label>: [Your Selected Label Here]

<Confidence Score>: [Your Confidence Score Here]

Dreaddit → Baseline + Persona + Task 
Instruction(Emotionally Descriptive)

###Persona###

You are an expert system specializing in mental health analysis, 

designed to evaluate text with a highly sensitive and empathetic 

approach. Your expertise lies in identifying signs of mental health 

concerns, including anxiety, depression, and stress, by carefully 

analyzing nuanced language and subtle emotional cues.

###Task###

Conduct a comprehensive assessment of the post, focusing on the 

writer’s mental state, affective expressions, and cognitive processes. 

Utilize established psychological frameworks to determine the most 

appropriate suicide severity scale, ensuring it accurately reflects the 

writer’s current mental condition and risk level.

###N-shot Examples###

###Input###

Post: Please, dont do it. Im sure that there is someone out there who 

can help you. You may not believe it, but Im sure many more people 

then you think will be upset if you were to commit suicide. Please dont.

Choices : “['supportive', 'indicator', 'ideation', 'behavior', 'attempt']”

###Output###

[Requirements]

Provide your response in text. Only select the Label from "['supportive', 

'indicator', 'ideation', 'behavior', 'attempt']". Do not generate Label that 

are not in the list. Your response must include 'Label: ' followed by the 

selected label and 'Confidence Score: ' followed by a score from 0 to 1 

indicating your confidence. Only generate Label and Confidence Score. 

Respond according to the [Format].

[Format]

<Label>: [Your Selected Label Here]

<Confidence Score>: [Your Confidence Score Here]

CSSRS-Suicide → Baseline + Persona + Task 
Instruction(Technical & Analytical)

Figure 6: Examples of constructed prompts
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Emotion Datasets

• EmoBench [53], based on emotional intelligence theories [18], consists of 400 multi-label scenarios, split into 200 scenarios for each category
of emotion understanding and emotion application. Emotion understanding tests a model’s ability to recognize and reason about emotion,
while application evaluates how well it navigates emotionally complex situations. For our research, we focused on the emotion understanding
category to evaluate models for complex emotion classification.

• GoEmotions [13] is a large-scale Reddit-based dataset with 27 fine-grained emotion categories as well as the neutral category, allowing for
more detailed classification compared to traditional datasets.

Mental Health Datasets

• Dreaddit [64] (stress) contains Reddit posts from five domains (abuse, social, anxiety, PTSD, and financial), labeled as stressful or not, and is
considered relatively easy due to its binary classification.

• SDCNL dataset covers suicidal ideation [21]. It is a Reddit-based dataset in which posts were labeled as either ‘suicidal’ or ‘depression.’ The
task is moderately difficult due to the nuanced differences between suicide and depression.

• CSSRS-Suicide dataset [16] includes posts from 15 mental health-related subreddits, annotated by psychiatrists based on five suicide risk
indicators from the Columbia-Suicide Severity Rating Scale [16]. This dataset evaluates a model’s ability to classify varying suicide risk levels.

Table 10: Summary of emotion and mental health datasets

Model Release Date Parameters Size Open-Source License
gpt-4o-2024-05-1 May-2024 - X Proprietary
Gemini-1.5-Pro-001 Feb-2024 - X Proprietary
Qwen2-7B-Instruct Jun-2024 7B O Apache-2.0
Mistral-7B-Instruct-v0.3 May-2024 7B O Apache-2.0

Table 11: Model specifications including parameters, release dates, open-source availability, and license.
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Task Instruction Model Emobench Goemotion Dreaddit SDCNL CSSRS

TPR TNR TPR TNR TPR TNR TPR TNR TPR TNR

Persona-None

None

Mistral 0.3426 0.8664 0.3133 0.9747 0.6520 0.6520 0.7047 0.7047 0.2700 0.8175
Qwen2 0.3849 0.8762 0.3192 0.9751 0.6800 0.6800 0.7434 0.7434 0.2400 0.8100
Gemini 0.5360 0.9084 0.3759 0.9768 0.5808 0.5808 0.7050 0.7050 0.3101 0.8277
GPT4o 0.5797 0.9157 0.4015 0.9780 0.6650 0.6650 0.7072 0.7072 0.2950 0.8237

Clear & Direct

Mistral 0.3665 0.8733 0.3457 0.9759 0.6050 0.6050 0.7232 0.7232 0.2700 0.8175
Qwen2 0.4161 0.8811 0.3296 0.9754 0.6290 0.6290 0.6921 0.6921 0.3026 0.8256
Gemini 0.5618 0.9138 0.4065 0.9786 0.5556 0.5556 0.7378 0.7378 0.3600 0.8400
GPT4o 0.6184 0.9226 0.4154 0.9785 0.6650 0.6650 0.7100 0.7100 0.4000 0.8500

Emotionally Descriptive

Mistral 0.3260 0.8660 0.3372 0.9755 0.5200 0.5200 0.7050 0.7050 0.2400 0.8100
Qwen2 0.4290 0.8827 0.3535 0.9765 0.5670 0.5670 0.7285 0.7285 0.2513 0.8128
Gemini 0.5530 0.9120 0.3561 0.9766 0.5250 0.5250 0.7443 0.7443 0.4200 0.8550
GPT4o 0.5586 0.9104 0.4108 0.9784 0.5850 0.5850 0.7200 0.7200 0.4262 0.8567

Technical & Analytical

Mistral 0.3336 0.8705 0.3506 0.9762 0.5750 0.5750 0.7078 0.7078 0.2550 0.8137
Qwen2 0.4068 0.8780 0.3826 0.9776 0.6188 0.6188 0.7130 0.7130 0.2308 0.8077
Gemini 0.5670 0.9156 0.3884 0.9779 0.5600 0.5600 0.6127 0.6127 0.3646 0.8410
GPT4o 0.5952 0.9183 0.4080 0.9784 0.6650 0.6650 0.7038 0.7038 0.3971 0.8489

Persona-Expert

None

Mistral 0.3421 0.8716 0.3590 0.9764 0.5700 0.5700 0.7184 0.7184 0.2800 0.8200
Qwen2 0.4023 0.8766 0.3002 0.9743 0.6150 0.6150 0.7626 0.7626 0.3050 0.8262
Gemini 0.5413 0.9099 0.4123 0.9782 0.5850 0.5850 0.6750 0.6750 0.3000 0.8250
GPT4o 0.5600 0.9114 0.4084 0.9784 0.6750 0.6750 0.7188 0.7188 0.3367 0.8345

Clear & Direct

Mistral 0.3331 0.8702 0.3433 0.9758 0.5700 0.5700 0.7250 0.7250 0.2550 0.8138
Qwen2 0.4201 0.8823 0.2831 0.9736 0.6237 0.6237 0.7079 0.7079 0.2615 0.8154
Gemini 0.5517 0.9122 0.3760 0.9770 0.5850 0.5850 0.6469 0.6469 0.4150 0.8538
GPT4o 0.6277 0.9221 0.4069 0.9783 0.6700 0.6700 0.7250 0.7250 0.3650 0.8412

Emotionally Descriptive

Mistral 0.3346 0.8702 0.3365 0.9755 0.5400 0.5400 0.7150 0.7150 0.2550 0.8137
Qwen2 0.4114 0.8787 0.3359 0.9755 0.5876 0.5876 0.6979 0.6979 0.2205 0.8051
Gemini 0.5322 0.9069 0.3829 0.9773 0.5550 0.5550 0.6492 0.6492 0.3600 0.8400
GPT4o 0.5668 0.9111 0.4196 0.9788 0.6600 0.6600 0.7234 0.7234 0.4050 0.8512

Technical & Analytical

Mistral 0.3179 0.8680 0.3158 0.9748 0.5500 0.5500 0.7129 0.7129 0.2600 0.8150
Qwen2 0.4149 0.8799 0.3633 0.9768 0.6186 0.6186 0.7027 0.7027 0.2103 0.8026
Gemini 0.5309 0.9088 0.4031 0.9780 0.5800 0.5800 0.6492 0.6492 0.3900 0.8475
GPT4o 0.5855 0.9144 0.4165 0.9786 0.6550 0.6550 0.7200 0.7200 0.3718 0.8431

Table 12: Evaluation results of each model using two Persona and three Task Instruction combinations, including cases where
Task Instruction is set to None. The bold texts indicate the highest performance in terms of True Positive Rate (TPR) and True
Negative Rate (TNR) for each dataset.
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