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ABSTRACT resources, affecting their personal well-being and organizational

Call center workers suffer from the aggressive voices of customers.
In this study, we explore the possibility of proactive voice modula-
tion or style transfer, in which a customer’s voice can be modified
in real time to mitigate emotional contagion. As a preliminary
study, we conducted an interview with call center workers and
performed a scenario-based user study to evaluate the effects of
voice modulation on perceived stress and emotion. We transformed
the customer’s voice by modulating its pitch and found its potential
value for designing a user interface for proactive voice modula-
tion. We provide new insights into interface design for proactively
supporting call center workers during emotionally stressful con-
versations.
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1 INTRODUCTION

Call center workers act as the face of their organizations, often
bearing the brunt of emotional interactions with customers, possi-
bly owing to negative emotional contagion. Their primary role is
to resolve customer issues and create a positive experience, a task
that demands substantial emotional effort, particularly in the face
of negative customer behavior [32]. Regulating emotions to follow
the requirements of their roles can significantly drain their mental

“Both authors contributed equally to the paper

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).

CHI EA 24, May 11-16, 2024, Honolulu, HI, USA

© 2024 Copyright held by the owner/author(s).

ACM ISBN 979-8-4007-0331-7/24/05

https://doi.org/10.1145/3613905.3650968

performance [5].

Therefore, studies have been conducted to develop tools to sup-
port customer service workers who constantly perform ‘interper-
sonal emotion regulation’ with the aim of influencing the emotions
of customers through their interactions for customer satisfaction.
Existing tools include systems for the continuous emotional assess-
ment of customers during interactions, such as identifying angry
customers [26] and visualizing their emotions [14]. Although these
tools offer indirect relief, our study aims to explore a proactive
approach in which the voice of a customer is modulated in real
time.

This study examined the need for and the effectiveness of voice
modulation technology in alleviating stress and emotional conta-
gion among call center employees. Considering that most customer
service interactions are computer mediated, as in call centers, we
hypothesized that communication channels can act as buffers in
emotional exchanges. We focused on a call center scenario, in which
customers call when facing an issue, and explored the mitigation of
emotional contagion by modifying communication channels. For
instance, automatically adjusting voice characteristics to soften
aggressive expressions or altering customer voices to reduce emo-
tional immersion may be convincing strategies. It could be particu-
larly relevant given that vocal communication remains a primary
medium in human interaction [10].

While previous studies have focused on systems that identify
angry customers through speech emotion recognition [14, 27], we
propose to move one step further and develop an interface that auto-
matically modulates the voice of the customer to protect call center
workers. We conducted a formative study by interviewing call cen-
ter workers to understand their needs and concerns regarding voice
modulation during conversations. Based on this, as a preliminary
work, we conducted experiments in which we modulated the pitch
of the voice to evaluate the user experience and its effectiveness.
Our proactive approach suggests the potential value of developing
automatic voice modulation interfaces based on speech recognition.

2 BACKGROUND AND RELATED WORKS

2.1 Emotional contagion and Emotional labor

Emotional contagion refers to the automatic imitation of the behav-
ior of another person, such as the tone of voice and facial expres-
sions, to evoke similar emotions [13]. It is an important concept
in interpersonal emotion regulation, particularly for individuals in
the service industry [4]. They should convey positive emotions to
customers intentionally [29]. Even when workers are exposed to
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negative customer behavior [23], they should constantly strive to
separate themselves from customers to prevent emotional conta-
gion. This process impacts their workload as it requires workers to
engage in mental processes to regulate their emotions, regardless
of their actual emotional state.

Emotional workload occurs when workers capture the feelings
of customers, consciously recognize emotional contagion, and delib-
erately express positive emotion [17]. This is known as emotional
labor and has been noted as a unique type of work performed in the
workplace. This is a self-emotion control process in which workers
regulate their emotions even after emotional events to follow the
required performance in front of customers [9, 11]. Psychological
studies have highlighted the study of emotional labor mechanisms
and their effects on the health and job satisfaction of workers in
occupational groups of service work [20]. According to studies,
the workload from emotional labor is significantly related to stress
when emotional dissonance occurs [18]. As excessive emotional
labor is known to be highly correlated with health problems (e.g.,
cardiovascular diseases) [3, 19], protecting workers from excessive
stress caused by emotional workload is necessary. Considering the
impact of stress on health, a two-pronged approach is needed to
mitigate the stress of emotional labor. This can be achieved by ei-
ther reducing the demand for positive emotional expressions or
preventing the contagion of negative emotions. Our study focused
on preventing negative emotional contagion by controlling the
medium through which workers communicate with customers.

2.2 Speech Emotion Recognition in HCI

Speech inherently carries rich emotional information, both con-
sciously and unconsciously [16, 30]. For instance, pitch variations
and mel-frequency cepstral coefficients (MFCCs) can signify emo-
tions [12], and pitch, timing, and voice quality in speech can indi-
cate arousal [6]. The accurate recognition and interpretation of
these vocal cues significantly enhance the quality and efficacy
of human-computer interactions. As voice-based interfaces gain
prevalence, speech emotion recognition technologies have become
integral to fostering more intuitive and empathetic user experi-
ences [33].

This technological foundation has facilitated the design of sys-
tems that enhance human-computer communication and improve
interpersonal interactions through computer-mediated channels.
Studies in this area include the augmentation of speech-based emo-
tional expressions with visual aids to assist users in recognizing
and interpreting emotions. For instance, studies have explored the
use of color-coded text messages to reflect the emotions detected
in speech [7] and implement emotive speech bubbles [2]. In the
context of accessibility, studies have been conducted to help in-
dividuals with hearing impairments perceive emotions in online
meetings using specially designed subtitles [8].

Whereas existing design studies have focused on augmenting
emotions that are challenging to recognize during communication,
we propose a system that prevents excessive emotional expres-
sions from being conveyed to listeners. Ultimately, we aim to de-
velop a system that automatically recognizes emotions and converts
emotionally extreme vocal expressions into normal expressions.
Therefore, in this study, we selected call center workers as users
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who could benefit the most from such an interface and aimed to
understand its feasibility within their working scenario.

3 FORMATIVE STUDY

Before starting our study, we performed preliminary interviews
with 12 call center workers to understand their perceptions of the
potential value of voice modulation systems in their work envi-
ronments. All participants were female and varied in age (mean:
36 years, std: 4.7 years) and career (mean: 6 years, std: 4 years).
It took around one hour per person and we asked user consent.
The interview were semi-structured and included the following
questions:

e What do you think if there is a system modulating customer’s
voices automatically?

e How would you feel if the system altered the customers’
voices to sound dehumanized, such as a robot voice?

Through a thematic analysis of the results, we observed that most
workers acknowledged the need for a system that automatically
modulates voice volume, recognizing its potential to alleviate some
of the stress of handling challenging customers. For instance, one
participant answered “It doesn’t sound bad. High-pitched voices
hurt my ears. I usually listen to my speakers at full volume, but
when the customer suddenly yells, I beep” Similarly, another par-
ticipant said, “I have a traumatic experience in the very low tone
of men. Whenever I listened to this voice, I felt stressed from the
beginning of the call” The other answered that “I think it would be
useful when I have to listen annoying voice in all day” However,
several workers expressed concerns about dehumanizing customer
voices and the potential risk of misinterpreting the emotions or
intentions of customers. One answered that “Not all customers
intend to express anger. Sometimes, the workers’ responses matter.
I think if the system makes it difficult to understand the emotions
of the customer, it could result in unnecessary conflicts” Another
said, “If the system changes the voice, I think system has to show
additional information about what’s going on in other way to un-
derstand the situation” The interview results led us to identify that,
while there is an apparent necessity for automatic volume control
in a call center environment, further investigation is required into
the modification and its impact on understanding the emotion of
additional prosodic features, such as pitch (tone height) and the
application of dehumanized voice filters.

4 METHOD

Based on the needs and concerns captured in our formative study,
we set the following research questions to assess the impact of voice
modulation systems on stress, emotional contagion, and content
comprehension.

e RQ1: Does modulating the prosodic features of a speaker’s
voice affect listeners’ perceived stress?

e RQ2: Can voice modulation systems reduce emotion conta-
gion in customer service interactions?

e RQ3: How does voice modulation influence listeners’ com-
prehension of speech content?

In the user study, participants listened to both the original and
modulated speech and evaluated the content in terms of stress
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levels, emotional contagion, and content delivery. The following
subsections describe the details of this study.

4.1 Selecting Features to Modulate

Considering the various ways to modulate voice, we reviewed the
literature and examined the general characteristics of call centers
to determine the most effective features for modulation. Speech
emotion recognition focuses on three prosodic features: pitch (fun-
damental frequency), energy (pitch contour), and duration (speech
rate) [1]. Applying our system to a call center environment requires
real-time audio processing, as maintaining a smooth flow of con-
versations between call center workers and customers is important.
Therefore, we prioritized pitch and energy modulation and excluded
duration as it is not practical for real-time transformations. Studies
on emotional speech recognition, which distinguishes emotional
states by acoustic features (pitch, intensity, and timing), have shown
that salient prosodic features for each emotion exist and that anger
is characterized by a high mean pitch level, vocalization intensity,
and energy [31]. Considering the challenges posed by angry cus-
tomers in call centers, we selected pitch as the primary feature for
modulation, because of its strong association with anger.

4.2 Preparing Audio Samples

Our first step was to prepare angry vocal expressions from the
customers. To extract customer anger, we selected the following
scenario: The customer makes unreasonable requests for unavail-
able services. The worker cannot offer any further solution because
the customer has already agreed to the customer agreement form.
The customer expresses frustration in a normal tone, but as emo-
tions escalate, he begins to complain aggressively. Although CSRs
organizations are unable to provide a direct solution, they must
effectively manage the situation as representatives of the orga-
nization. We acknowledged that this is a common and stressful
situation encountered by several CSRs. Therefore, we collected a
corpus of customer utterances in these scenarios where a customer
(actor) interacts with a call center worker in a laboratory setting.
We selected audio samples from utterance segments in which the
customer actor used negative expressions. The experimental sce-
narios were designed to distinguish between interactions in which
the customer makes a rude complaint with a neutral tone and those
with an aggressive tone. Using Praat, a speech analysis software,
we analyzed the prosodic features of audio samples from both sce-
narios and found clear differences despite the conversations being
about the same situation, as illustrated in Fig. 1, labeled as Versions
A and B. These audio sample pairs were used for modulation.

The next step was to modulate the prosodic attributes associ-
ated with anger, using the original audio samples. Using Praat’s
diverse manipulation functions, three different audio samples were
created using two techniques: (1) lowering the pitch frequency and
(2) removing the pitch contours. The first technique reduced the
pitch frequency by 50 Hz, yielding Condition 2 (C2) audio samples
as listed in Table 1. For the second technique, we eliminated pitch
peaks and created a uniform pitch level, leading to Condition 3 (C3)
samples that sound monotone or ‘robotic.” Combining both tech-
niques generated Condition 4 (C4) audio samples. Consequently,
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we produced eight audio samples from the two sources, as listed in
Table 1.

4.3 Participants

The study involved 13 participants, including 11 university students
and 2 others. The majority were in the range of 20-24 years old
(11), and the remainder were in the range of 55-57. The gender
distribution was predominantly women (10 women and 3 men).
Although none had prior experience in a customer service call
center, their diverse backgrounds ensured comprehensiveness and
enhanced the generalizability of the findings.

4.4 Questionnaires

To answer the research questions, we used six questionnaires with
a 5-point Likert scale (Table 2). We assessed the stress level in
Question 1 to answer RQ1. To examine the impact of emotional
contagion on RQ2, we split the inquiry into two parts: first, assess-
ing the perceived emotion of the speaker (Questions 2 and 3), and
second, evaluating the emotional reaction of the listener (Questions
4 and 5). For a clear assessment of the self-report questionnaire,
terms such as arousal and valence were explained in advance. We
employed a two-dimensional arousal-valence space [24] to specify
emotions, where arousal and valence represent the intensity and
positivity/negativity of emotions, respectively. To address RQ3, the
participants evaluated their comprehension of audio content to de-
termine the influence of modulation on content delivery (Question
6).

4.5 Procedure

The participants were assigned a random sequence of the four
conditions listed in Table 1. This approach prevented them from
anticipating the conditions and altering their responses. The order
of listening to Versions A and B under each condition was not
randomized. For instance, if the random order of conditions was
selected as C2, C3, C4, and C1, the audio would be presented as
follows: A-2, B-2, A-3, B-3, A-4, B-4, A-1, and B-1. After listening
to each audio sample, the participants answered the six questions
outlined in Section 4.4. The study procedure lasted approximately
30 min per participant and we asked user consent.

5 RESULTS

Our user study revealed that modulating pitch not only reduced
stress and emotional contagion but also did not significantly hinder
content comprehension.

5.1 Influence of voice modulation on stress

To analyze the data collected from the first questionnaire (per-
ceived stress level), we calculated the mean value of each condi-
tion for both versions. Thereafter, within each version, we used a
Wilcoxon signed rank test (significance level & = 0.05) to compare
the base condition C1 with other modulation conditions and deter-
mine whether a significant difference in perceived stress between
them exists. Additionally, we used Friedman test along with a Post
Hoc Test using Conover’s Method to identify the pair with the most
significant difference.
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Figure 1: For the user study, we use both audio versions A and B, each containing expressions of customer anger with different

prosodic features.

Table 1: Eight audio samples used in the user study

Condition\Version

A (neural voice tone) B (aggressive voice tone)

C1 (without modulation)

C2 (lowered pitch)

C3 (removed pitch contours)

C4 (applied both filters used in C2, C3)

A-1 B-1
A-2 B-2
A-3 B-3
A-4 B-4

Table 2: Questionnaire

Topic Question

Scale

Stress level 1) The stress level I perceived is

Perceived arousal

2) The emotional arousal level of customer is

1 = no stress, 2 = mild stress, 3 = moderate stres,s 4 =
much stress, 5 = extreme stress
1 = very low, 2= low, 3 = neutral, 4 = high, 5 = very high

Perceived valence 3) The emotional valence level of customer is 1= very negative, 2 = negative, 3 = moderate, 4 = positive,

Felt arousal
Felt valence

4) My emotional arousal level is
5) My emotional valence level is

Content delivery

6) I understand the content of the audio

5 = very positive

1 = very low, 2= low, 3 = neutral, 4 = high, 5 = very high
1 = very negative, 2 = negative, 3 = moderate, 4 = positive,
5 = very positive

1 = strongly disagree, 2 = disagree, 3 = neutral, 4 = agree,
5 = strongly agree

As illustrated in Fig. 2, the original audio (C1) scored the highest
mean stress level in both versions. Notably, stress was higher in
Version B, implying that the original audio, characterized by a
higher pitch and aggressive tone, tended to evoke a greater sense
of stress among participants.

The results of the Wilcoxon signed-rank test showed that, in
Version A, C1 was significantly higher than C3 (z = -2.31, p = .02).
In Version B, C1 compared to C3 (z = -2.71, p = .006) and C4 (z =
-3.24, p = .001) exhibited significantly higher values. The Friedman
test confirmed that the most significant pair associated with stress
reduction was C1 and C3 (p = .07) in Version A, whereas it was C1
and C4 (p =.0002) in Version B.

This analysis suggests that removing pitch contours and creating
monotone played a role in stress reduction in Version A (neutral
tone). For Version B (aggressive tone), both the removal of pitch
contours and the lowering of pitch levels were effective, as they
addressed both the prosodic features associated with aggression.
The key takeaway is that removing the pitch contours has the most
significant impact on stress regulation for both speech types. The
absence of intonation in speech, resulting in a ‘robotic’ and mono-
tone sound, could potentially dehumanize the voice, contributing

to reduced stress by diminishing the sense of person-to-person
interaction in the conversation.

5.2 Influence of voice modulation on emotional
changes

The response data regarding arousal and valence levels from Ques-
tions 2, 3, 4, 5 in Section 4.4 were analyzed by taking the mean for
each coordinate. These means were then plotted on the emotion
coordinate space, with the horizontal axis denoting mean valence
and the vertical axis denoting mean arousal. The corresponding
standard deviations of valence and arousal are listed in Table 3.

Plot A in Fig. 3 shows the response data for Questions 2 and
3, which represent the emotion of the speaker as perceived by
the listener. Data points from Version B were positioned toward
the upper left side, indicating higher arousal and more negative
perception compared to Version A. C4 was the most distant from
C1 in both Versions A and B. This can be seen as a challenge in
accurately interpreting emotions since the perceived emotion differs
from the original audio.

In terms of the emotions felt by the participants (Questions 4
and 5), data points in Plot B of Fig. 3 were clustered in the lower
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Figure 2: The mean stress levels of each case derived from participants’ responses to the questionnaire - 1) What is your
perceived stress level after listening to the audio sample? It shows a decrease in stress levels in the modulated audio.
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Figure 3: Valence-Arousal space of speaker’s emotion perceived by the listener (Plot A) and emotion felt by the listener (Plot B).
This visualizes that Version B (aggressive tone) has higher arousal and is more negative in all cases. C1 (without modulation)

was the most negative and aroused.

part compared to points in Plot A, with C4 again standing out as
the furthest data point from C1 in both versions. This suggests that
applying a lowered pitch level and removing the pitch contour led
to less negativity and lower arousal in the emotional experiences
of the participants.

To examine emotional contagion, we plotted the difference be-
tween perceived and felt emotions within the same version (Plots
C and D in Fig. 4). Under Version B in plot D, the notable difference
vectors point distinctly right downward for all conditions, indicat-
ing less negativity and reduced arousal in felt emotions compared
to perceived emotions.

Fig. 4 illustrates the difference vector and Euclidean distances
between the perceived and felt emotion coordinates for each condi-
tion. In plot D of Fig. 4, which shows the emotions associated with
Version B, C3 scored the highest distance (0.93) and emerged as the
most optimal for emotion regulation. This condition maintained
closeness to the original audio in terms of perceived emotion while
showing the largest distance between perceived and felt emotions.
Even with an accurate perception of a speaker’s negative emotion,
the distinct personal feeling suggests that it may not be as intense

as perceived, leading us to interpret this as less emotionally conta-
gious. This is a key factor in maintaining emotional authenticity,
while minimizing the risk of emotional contagion.

To gain a deeper understanding of emotion contagion, we con-
ducted a Wilcoxon signed-rank test to compare perceived and felt
emotions. As summarized in Table 4, the results revealed no signif-
icant differences in valence or arousal for Version A. In the case
of Version B, valence differences remained insignificant, whereas
arousal differences were significant under conditions C1, C2, and
C3. These findings correspond to the lengths of the difference vec-
tors in plot D in Fig. 4, which exhibits a larger difference in arousal
than in valence. These results have been confirmed in previous
studies [6]. This suggests that, while the remaining linguistic fea-
tures may influence emotional valence, the contagion of arousal is
mitigated more effectively.

5.3 Influence of voice modulation on content
comprehension

We analyzed the responses to Question 6 in Section 4.4 regarding
content comprehension using the Wilcoxon signed-rank test. The
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Figure 4: Difference between speaker’s emotion perceived by the listener and emotion felt by the listener within version A
(Plot C) and version B (Plot D). C3 in plot D scores the highest (0.93).

Table 3: The values in each cell represent the standard deviation (SD) for valence and arousal, formatted as (Valence SD, Arousal

SD)
Perceived Felt Perceived Felt
A-1 (0.27, 0.81) (0.55, 0.4) B-1 (1.12, 0.37) (1.09, 0.72)
A-2 (0.43, 0.81) (0.43, 0.57) B-2 (0.51, 0.51) (0.48, 0.5)
A-3 (0.48, 0.72) (0.59, 0.66) B-3 (0.5, 0.48) (0.57, 0.66)
A-4 (0.5, 0.68) (0.37, 0.59) B-4 (0.4, 1.04) (0.63, 0.68)

Table 4: Outcomses of Wilcoxon Signed-Rank Test for emotional Valence and Arousal between Perceived and Felt emotions

Valence Arousal

Valence Arousal

A-1 z=-045,p=.65
A2 z=0,p=1.0
A-3 z2=-038,p=.7
A-4 z=-173,p=.08

z=-01,p=.9

z=-0.06,p=.95
z=-113,p=.25
z=-189,p=.05

B-1 z=-163,p=.1
B-2 z=-1,p=.31
B-3 z=-151,p=.13
B-4 z=-163,p=.1

z=-2.53,p=.01<.05
z =-2.81,p =.005<.05
z =-2.81,p =.005<.05
z=-19,p=.05

null hypothesis was rejected for all comparison pairs of Version A:
C1vs.C2(z=-0.58,p=.56), Clvs.C3(z=-1.93, p =.053),and C1 vs.
C4 (z = -1.41, p = .15). Similarly, for Version B: C1 vs C2 (z = -0.58,
p=.56),C1vs C3 (z=-1.41,p =.15), C1 vs C4 (z = -0.52, p = .60).
These results suggest that voice modulation does not significantly
affect the content delivery.

6 DISCUSSION

This study explored the potential need for a negative voice mod-
ulation system of a customer among call center workers and in-
vestigated the impact of voice modulation of prosodic features,
which induces negative emotions, on emotional contagion. While
negative linguistic features persisted, impeding a significant shift
in emotional valence, we observed that modulating the selected
prosodic features (mainly pitch) could prevent emotional contagion

related to arousal. This highlights the potential to improve the men-
tal health of call center workers. The following sections discuss
several key points from our findings.

6.1 Effective communication by balancing out
emotion contagion and accurate perception
of emotion

A modulation condition under which people perceived most dif-
ferently (when both the pitch was lowered, and the contours were
removed) existed. Excessive use of this modulation may cause incor-
rect emotional perception, potentially hindering communication.
However, as we verified in the comprehension test, no impact on
content delivery was present. Striking a balance between reduc-
ing emotional contagion and maintaining an accurate perception
of emotions will eventually lead to effective communication and
ensure the well-being of call center workers. This balance can be
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achieved through customizable options, as mentioned in the in-
terviews in formative studies. While we focused on pitch-related
prosodic features, further interfaces could allow workers to adjust
the modulation settings according to their preferences. For instance,
we can offer options to turn the modes on and off to apply automatic
voice conversion or select changeable features.

6.2 Application in real-world setting

Despite advancements in voice-style transfer technology [21, 28,
34], achieving real-time applications remains a key challenge for
systems designed to mitigate emotional contagion in customer
service by recognizing and dampening emotions in the voices of
customers. Even though deep learning-based emotion style transfer
is also being explored in real time [22], it can be delayed when com-
bined with emotion recognition algorithms. However, the prosodic
features of customers are inconsistent and variable, and require real-
time adaptation within a single interaction. Therefore, real-time
adaptation is essential for the system and could be an alternative for
developing lightweight practical algorithms using limited prosodic
features that stimulate predominant emotions.

6.3 Ethical considerations

Despite the technical feasibility and potential benefits of voice
modulation, its application to customer voices in a customer service
environment requires careful consideration. Voice is considered
a representation of personal information; therefore, generating
analytics on voice-based emotions of a customer without consent
has the potential to invade personal privacy [15]. Hence, informed
consent should be considered.

7 LIMITATION AND FUTURE WORKS

This study demonstrated that modulated voices could reduce the
spread of negative emotions, indicating the potential benefits of
creating a positive work environment. However, it has some limi-
tations: it only used a limited number of speech features; the user
study was not based on actual agents; it tested modulated audio, not
real-time voice modulation technology; and it only considered the
perspective of the listener, not that of the customer. In addition, to
measure emotional contagion, we simply selected two dimensions
of emotion, but it could be more useful to use systematic methods
to measure more complex emotions, such as the Genova emotion
wheel [25]. Future studies should test a real-time system with more
speech features and assess the effectiveness of the tool from both
the perspectives of the agents and customers.

8 CONCLUSIONS

We investigated the potential of customer voice modulation in the
emotional well-being of call center workers. As a preliminary study,
we analyzed the effects of pitch-modulated versus unmodulated
customer voices and observed that pitch modulation significantly
reduced stress and improved emotional regulation, highlighting
its potential as a tool for improving the workplace environment
for call center workers and enhancing customer interaction qual-
ity. This study underscores the importance of auditory cues in
emotional well-being and opens avenues for further exploration
of technology-assisted emotion regulation strategies in high-stress
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occupations. Our work calls for future studies to evaluate real-time
audio modulation systems using a more varied set of features with
call center workers, along with consideration of ethical issues.
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