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Artificial intelligence (Al) technologies refer to systems that mimic human intelligence
by perceiving their environment and making decisions to achieve specific goals (Nilsson,
1998; Russell & Norvig, 2016). AI technologies have the potential to play a pivotal role in
enhancing employee health and well-being—addressing issues such as stress/anxiety, sleep
disturbances, and mood fluctuations—and improving productivity through task automation
and productivity tracking (Nepal et al., 2024). Workers are set to coexist with Al in a manner
that augments their capabilities across major domains of human intelligence (Zirar et al.,
2023). This chapter explores the role of Al in enhancing workplace health, well-being, and
productivity, focusing in particular on how Al can be used to augment human capabilities

in emotion regulation.

1 ENVISIONING AI-ASSISTED EMOTION REGULATION IN WORK CONTEXTS

Effectively managing one’s emotions in the workplace, such as refraining from yelling during
frustrating situations, is an essential skill across numerous professions. This is particularly
important in roles characterized by high stress, unpredictability, and significant emotional
labor. Below are insights into how Al can support emotion recognition and regulation in

specific work scenarios.
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In the context of knowledge work (e.g., occupations like programmers and researchers),
stressful situations, such as encountering a critical bug during programming or facing chal-
lenges in solving a problem, demand immediate attention and can lead to high stress. Al
models can predict emotional responding in these situations through various inputs, such as
physiological signals and interaction patterns (Fritz & Miiller, 2016; Miiller & Fritz, 2015).
Al can then provide personalized coping strategies, such as suggesting a short mindfulness
exercise or a problem-solving technique tailored to the programmer’s past successful expe-
riences. Deadlines approaching for software releases can escalate tension and anxiety. Al
could assist by breaking down remaining development tasks into manageable chunks with
realistic timelines and possibly automating simpler tasks to reduce workload and stress.
Researchers facing unexpected experimental results or waiting periods during experiments
might experience boredom or frustration. AI could detect changes in affective states and
suggest engaging in a brief, related educational video or a mental exercise to keep the re-
searcher’s mind stimulated yet relaxed, ensuring they remain productive and manage their
emotional state effectively.

In driving work professions (e.g., delivery, taxi, and bus drivers), situations like un-
expected severe traffic jams, aggressive driving encounters, or extreme weather conditions
can induce frustration, stress, and surprise. AI can help by providing real-time traffic up-
dates and suggesting alternate routes, offering calming music or guided breathing exercises
during high-stress moments, and even adjusting the vehicle’s internal environment to reduce
discomfort from extreme weather conditions.

Finally, interpersonally-oriented work in both face-to-face roles (e.g., department store
sales and in-person counseling) and remote roles (e.g., call center and online chat support)
involves a high degree of emotional labor demand (i.e., emotional display rules and difficult
or rude customers) which can induce high stress and the potential for negative emotion
contagion. Al can also be useful in such contexts. For example, sales personnel facing

severe complaints due to product flaws can benefit from Al-assisted coaching modules that



provide strategies for handling difficult customers and maintaining emotional composure. In
situations where service workers face prolonged demands or complaints over the phone or
online (e.g., for those working in call centers), Al can offer real-time suggestions to de-escalate

situations, manage the worker’s stress levels, and prevent burnout.

2 A NEw AI-ASSISTED EMOTION REGULATION FRAMEWORK

2.1 DBRIEF THEORETICAL BACKGROUNDS
2.1.1 Emotion regulation process model

In the field of psychology, numerous studies have been conducted on emotion regulation. The
previous studies have been focused on understanding how individuals regulate their emotions
in terms of how, why, and with what consequences (Davidson, 1998; Grandey, 2000; Gross,
1998b, 2015; Webb et al., 2012). Representatively, Gross (1998b) proposed a process-oriented
model of emotion regulation that distinguishes between antecedent-focused regulation, which
occurs before the emotion is generated, and response-focused regulation, which occurs af-
ter the emotion is generated. The process-oriented model proposes that emotions can be
regulated by either adjusting the inputs that influence them (known as antecedent-focused
emotion regulation) or by modifying their outcomes (known as response-focused emotion
regulation). For instance, individuals have the option to interact with or avoid particular
individuals or situations based on how they expect it will affect their emotions (referred
to as situation selection). Additionally, they can direct their focus towards or away from
certain things to influence their emotions (known as attention deployment). Differences in
characteristics between these two classes of emotion regulation can lead to varying strategies
for regulating emotions. Antecedent-focused emotion regulation may involve reassessing the
situation to diminish its emotional significance, a process known as reappraisal. Conversely,
response-focused emotion regulation aims to alter response tendencies once emotions are

already underway, with suppression being a common strategy for regulating one’s expres-



sion. Depending on the chosen strategy, the methods through which AI supports emotion

regulation can also vary.

2.1.2 Interpersonal emotion regulation

Emotion regulation can also take on a social nature. While research on emotion regulation
has primarily focused on the intrapersonal process perspective, emotion regulation can also
have interpersonal aspects (Zaki & Williams, 2013). In intrapersonal regulation, the emo-
tion regulator and the target are the same individual, whereas in interpersonal regulation,
they are different. For instance, a service worker may need to engage in conversation with a
dissatisfied and angry customer. This type of conversational interaction naturally involves

)

“interpersonal aspects of emotion regulation,” where the service worker aims to regulate the
emotions of the customer. Al can assist in interpersonal emotion regulation through vari-
ous communication channels. In situations where the regulator and target directly interact
(face-to-face), Al can intervene by using interactive agents to analyze emotions in real-time
and mediate the target’s emotions during conversations, for example, by delivering push
notifications or adjusting ambient lighting (Hwang et al., 2014; Snyder et al., 2015). Online
scenarios naturally involve computer-mediated interactions; for example, service workers in-
teract with supporting computing systems that provide contextual information (e.g., models,
previous similar questions, conversation history). Their capabilities could be augmented via

Al-assisted features, such as automatically responding to customers’ inquiries and displaying

a customer’s emotions in real-time.

2.1.3 Emotion modeling

Several well-known emotion theories, namely basic emotion theories, appraisal theories, and
the theory of constructed emotion, offer foundations for building representational models
for machine learning approaches (Barrett & Westlin, 2021). Basic emotion theories (An-

derson & Adolphs, 2014; Ekman, 1971) and appraisal theories (Moors et al., 2013) posit



that emotions are innate and recognizable, with each emotion tied to specific biological or
psychological mechanisms. For instance, anger is attributed to an “anger” mechanism, while
fear is linked to a “fear” mechanism. These mechanisms suggest that specific emotions are
supported by dedicated neurons or appraisal processes, implying a form of essentialism where
each emotion has a distinct “fingerprint” or ideal prototype. For example, as illustrated in
Figure 2.a), when a person experiences anger in response to a stressful stimulus, this can
be identified through specific autonomic markers (e.g., increased heart rate) and behavioral
markers (e.g., yelling). This implies that emotions can be inferred based on reliable biological
and behavioral indicators. Contrastingly, the theory of constructed emotion (Barrett, 2009)
argues that emotions are not innate but are constructed by the brain based on past experi-
ences via emotion concepts to make sense of and respond to the world (as “the remembered
present” (Edelman, 1989)). According to this theory, the brain models bodily sensations
within the context, constructing emotions from these interpretations. This approach shifts
away from the notion of fixed emotional mechanisms towards a more fluid and dynamic
understanding of emotions as products of the brain’s interpretative processes under a given
context. In Figure 2.b), a person’s brain uses emotion concepts to categorize contextualized
sensations to construct an instance of “anger” emotion via autonomic changes and facial,
vocal, and behavioral expressions. The theory of constructed emotion offers new insights
for machine learning by enabling machines to learn from past experiences—specifically, how
a user experienced emotions within complex, real-life contextual fingerprints (e.g., time, lo-
cation, social, and work contexts), beyond simplified, universal fingerprints (e.g., heart rate
variability)—to infer a user’s current emotional state under similar or new contexts (e.g.,
feeling stressed while engaging in a particular task at work with customers). Note that the
fluid and dynamic nature of human emotions poses a significant challenge, as AI must adapt

to ever-evolving emotional experiences.
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2.2  MULTIMODAL SENSING IN PRIOR EMOTION REGULATION RESEARCH

Emotion regulation research commonly employs a variety of scenarios that elicit specific
emotions and acquire data in controlled laboratory environments. These scenarios range
from viewing emotional images and videos to performing speech tasks. Each study aims to
explore how different types of emotions are regulated in various contexts or the different
effects of emotion regulation strategies like reappraisal and suppression. This prior research
provides crucial insights into the potential for quantitative assessment of emotion regulation
and mechanisms for applying Al technologies for automatic sensing and mapping in devel-
oping Al-assisted emotion regulation strategies. For instance, Gross (1998a) investigated
the behavioral and physiological responses (e.g., interbeat intervals, skin conductance, and
respiration activation) to various emotional stimuli such as sad, neutral, and amusing emo-
tions, which require different emotional regulation strategies (i.e., reappraisal, suppression).
In the following, we present the primary data types used in previous research and describe
example studies to illustrate the applications of multimodal data in research.

Heart activity: The heart is a classic indicator of the autonomic nervous system’s
response, making heart rate, interbeat interval, and heart rate variability, which can be
extracted based on the data acquired via electrocardiogram (ECG or EKG) or photoplethys-
mogram (PPG) sensors. Heart rate is defined as the number of heartbeats per minute, which
indicates overall cardiovascular activity (Shaffer & Ginsberg, 2017). Interbeat interval refers
to the time elapsed between consecutive heartbeats, and heart rate variability is the met-
ric that represents the variability of interbeat intervals. Higher variability generally reflects
increased parasympathetic activity associated with a relaxed state, while lower variability
typically indicates increased sympathetic activity associated with stress or arousal. Given
that the autonomic nerve system plays an essential role in emotion, data acquired from the
heart has been used as representative metrics in emotion regulation research. Gross and
Levenson (1997) collected physiological data such as cardiovascular interbeat intervals in sit-

uations where subjects suppressed emotions of amusement or sadness. This study revealed



that suppressing amusing emotions results in greater changes compared to not suppressing
emotions, highlighting the physiological impact of emotional suppression.

Skin conductance: Skin conductance, also known as electrodermal activity (EDA),
is instrumental in assessing sympathetic activation behaviors with physiological responses,
such as sweating when stressed. S. H. Kim and Hamann (2012) analyzed skin conductance
responses while participants viewed negative or neutral images and were instructed to mod-
ulate the intensity of felt emotion (i.e., watch, decrease, increase). The results show that
emotion regulation to increase the intensity led to a significant increase in skin conductance
response (SCR) across all genders. However, notable gender differences in SCR emerged
in the condition of emotion regulation to decrease emotion. These findings underscore the
importance of using SCR as an indicator of emotion regulation influenced by the type of
emotion (e.g., negative, positive), the type of modulation direction (e.g., increase, decrease),
and gender.

Cortisol: As a hormone that increases with sympathetic activity, cortisol levels pro-
vide insight into the effects of emotion regulation on the autonomic nervous system. Lam
et al. (2009) measured participants’ cortisol responses after performing a speaking task, a
well-known Trier social stress test that required emotion regulation. The study assessed how
cortisol levels varied depending on the participants’ trait-level emotion regulation strategies.
The results showed that participants with high levels of these traits had significantly higher
cortisol levels than those with low levels, suggesting that the intensity of these traits may
predict cortisol reactivity.

Video (coded behavioral data): The changes in emotion-related behavioral charac-
teristics observed in videos serve as vital indicators for assessing emotion regulation. Peo-
ple’s behaviors differ when expressing natural emotions compared to regulated emotions.
For example, when people try to act happy despite feeling unhappy, their behavior dif-
fers from when they genuinely feel happy. Previous studies have quantitatively measured

specific behaviors—for example, capturing data on their frequency, duration, and intensity—



although the reliance on observer-coded data means that accuracy often requires averaging
across multiple coders (Gross, 1998a; Gross & Levenson, 1997).

Brain activity: Approaching emotion regulation as a cognitive process, researchers
explore the brain’s active regions during emotion regulation tasks using electroencephalo-
gram (EEG) and functional magnetic resonance imaging (fMRI) data. Ochsner et al. (2002)
utilized fMRI to identify the neural system facilitating reappraisal, finding activation in the
prefrontal cortex areas. Goldin et al. (2008) investigated the neural differences when perform-
ing suppression and reappraisal, demonstrating that the chosen strategy affects prefrontal

cortex activation over time.

2.3 A NEw Al FRAMEWORK FOR EMOTION REGULATION

A typical Al pipeline for affective computing consists of sensing, mapping, and acting stages.
Sensing involves sensor data collection of physiological and/or behavioral markers such as
those reviewed above, along with ground truth data (known as labels). In application to
intrapersonal emotion regulation, because antecedent-focused emotion regulation (e.g., situa-
tion selection and modification) mostly involves situational awareness as a first step, comput-
ers can track a user’s dynamically changing situations to offer context-aware interventions.
Meanwhile, response-focused emotion regulation would involve tracking an individual’s emo-
tional responses via experiential, behavioral, and physiological forms, which can be captured
via mobile, wearable, and Internet of Things (IoT) sensors (including motion and tempera-
ture sensors).

In affective computing (Tian et al., 2022), the mapping stage learns the associations
between sensor data and labels, using either simple machine-learning techniques like decision
trees or more complex techniques such as convoluted neural networks. Machine learning
models can similarly be trained to infer what kinds of emotion regulation strategies are
employed (E. Park et al., 2024). This kind of sensing and mapping can also be extended

to interpersonal emotion regulation. For example, context sensing can capture a user’s
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Figure 3: Affective computing framework: sensing, mapping, and acting.

conversational interactions (e.g., a customer’s voice), and such data can then be used to
train machine learning models specifically designed to deal with interpersonal interactions.
The sensing and then mapping facilitate appropriate responses in the acting stage,
enabling automated systems to intervene when specific emotions are detected. For example,
whenever an event is detected (e.g., a customer’s anger), a computer system can automati-
cally trigger some interventions (e.g., displaying warning signs or changing a customer’s voice
for soothed delivery). This concept of context-triggered action (Schilit et al., 1994) is also
known as just-in-time context-adaptive intervention (W. Choi et al., 2019; Nahum-Shani
et al., 2018) where intervention is delivered to a user based on a user’s varying contexts.
Existing measurement models of emotion in affective computing mostly relied on a
categorical view of emotion in that training data are collected from participants in a lab-
oratory setting by eliciting an emotion category via a stimulus (e.g., stressor) (C. Y. Park
et al., 2020; Sharma et al., 2019). If data are collected “in the wild,” existing measure-
ment models of emotion rely on a constructional view of emotion. In this case, ecological
momentary assessment via mobile devices is typically used to capture a user’s self-reported
emotional experience (e.g., anger, happiness, or stress) in situ, along with passive sensor data
(e.g., heart rates, location, phone usage, or social interactions) (Kang et al., 2023). Machine
learning algorithms are then used to find the mapping between a user’s self-reported emo-

tional experience and passive sensor data of behavioral and physiological states. This process
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is similar to how our brain builds emotion concepts based on past emotional experience, and

such concepts are then used for recognizing constructed emotion.

3 Al Fror EMOTION REGULATION: SENSING AND MAPPING

Affective computing is a broader topic that can cover topics related to Al and emotion
regulation. Existing affective computing research, however, is mostly focused on automatic
emotion and stress recognition using multimodal sensors (ranging from skin conductance and
heart rate to brain waves and facial images). Luckily, existing affective computing research
can be easily transferred to emotion regulation. This section covers the core pipeline for
affective computing: data collection (sensor data and labels), machine learning model train-
ing, and model performance evaluation. Since each data type requires different treatments,
four major sources which include speech data, images/videos, physiological signals, and be-
havioral/environmental data are overviewed separately. We then provide an overview of how
such affective computing approaches can be applied to emotion regulation. For example, we
consider how we can automatically quantify emotion regulation strategies (e.g., suppression)
and use them for Al-assisted emotion regulation services (e.g., offering relaxation content to

a call center worker who has a stressful call).

3.1 SENSING IN AFFECTIVE COMPUTING

Emotion recognition can leverage various sensor data, such as speech data, images/videos,
physiological signals, and behavioral/environmental data, which can be captured via mobile,
wearable, and IoT devices, as shown in Figure 4. The dataset involves actors performing
emotions provided by researchers (emotion acting) or using stimuli (e.g., sad movies or pho-
tos) that can elicit specific emotions in participants. In this case, the elicited emotions are
used as labels for machine learning. While there is the advantage of being able to collect data
on pre-defined emotion categories in a laboratory setting (e.g., stress and sadness), there is a

limitation in that it may differ from emotions people feel in their everyday environment. An
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Figure 4: Emotion recognition: from sensors to features and states.

alternative strategy is to leverage the experience sampling method or ecological momentary
assessments, where users self-report their emotional states experienced during their daily
lives. In this case, the self-reported states are used as labels for machine learning. For the
ecological validity of machine learning models, it would be essential to collect the datasets
from everyday contexts beyond laboratory contexts via emotion acting or elicitation. Exist-
ing datasets are mostly collected in laboratory settings, and a few recent datasets consider

everyday settings, e.g., K-EmoPhone (Kang et al., 2023).

3.2 MAPPING IN AFFECTIVE COMPUTING

In emotion recognition, the process typically involves three main steps: pre-processing, fea-
ture extraction, and classification of sensor signals, as illustrated in Figure 5. While deep
learning techniques can eliminate the need for manual pre-processing and feature extraction,

these steps can still be beneficial in certain situations.

3.2.1 Vocal expressions (speech emotion recognition)

In speech emotion recognition, speech signals are first pre-processed for feature extraction,
and then the extracted features are used for model training and classification (Akgay &

Oguz, 2020; Zhao et al., 2019). Time-series voice data are first segmented into smaller
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Figure 5: Overall process of mapping for emotion recognition.

time frames (e.g., 20-30 milliseconds). The framed voice data may contain abrupt signal
changes at the beginning and the end due to segmentation. Such abrupt changes are then
smoothed by applying a window function such as the Hamming window to the framed voiced
data. The smoothed signals are tested to check whether there are any voice activities by
automatically filtering out such unvoiced speech or silence frames. A common approach
to detect voice activity is to capture unique characteristics of voice signals, such as high
zero crossing rates (frequency of signal changes across the zero point) or repeating patterns
(time-delayed signal similarity). The signals are normalized, and noise reduction techniques
are applied to remove noise. Readers can find a detailed introduction about speech emotion
recognition in this book (Schuller & Batliner, 2013).

Feature extraction can then commence. Speech emotion recognition typically uses
prosodic, spectral, voice quality, and Teager energy operator (TEO) based features (Schuller
& Batliner, 2013). Prosodic features convey emotional content through aspects like fun-
damental frequency (pitch), energy, and duration. These features correlate with emotional
states; for example, high-arousal emotions increase fundamental frequency and vocal inten-
sity. Spectral features derived from the vocal tract’s shape include Mel frequency cepstral

coefficients (MFCC) and linear prediction cepstral coefficients (LPCC), which provide short-
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term power spectrum representations of speech. Voice quality features reflect the vocal tract’s
physical properties, including jitter, shimmer, and harmonics-to-noise ratio, which indicate
voice quality changes associated with emotions. TEO-based features focus on stress and
anger detection through the non-linear interaction in vocal production, with specific TEO
features outperforming traditional pitch and MFCC features under stress conditions (Zhao
et al., 2019). A recent review (Akcay & Oguz, 2020) shows the effectiveness of these features
individually and in combination, with improvements in emotion recognition accuracy when
integrating prosodic, spectral, and voice quality features.

Speech emotion recognition classifies emotions in speech using either traditional or
deep learning classifiers. Traditional classifiers, such as support vector machines (SVM),
k-nearest neighbor (KNN), and decision trees. Unlike traditional classifiers, deep learning
classifiers, such as convolutional neural networks (CNN) or long short-term memory (LSTM)
networks, automatically select features, typically outperforming traditional classifiers (Akcay
& Oguz, 2020; Zhao et al., 2019). In addition, transcribed text data can be further used
for emotion recognition (Poria et al., 2017); e.g., by leveraging “a bag of words” with an

emotion lexicon or by applying end-to-end deep learning models with word embedding.

3.2.2 Facial emotion recognition

The overall process of facial emotion recognition using image data is very similar to speech
emotion recognition, as illustrated in a recent review (Canal et al., 2022). The preprocessing
stage involves image simplification and face detection, which are the key steps in recognizing
facial expressions. Image simplification involves grayscale conversation, which aims to re-
move possible confusion originating from color information in face detection. Face detection
focuses on isolating the face within images despite challenges like pose and illumination vari-
ations. Techniques include the Viola-Jones algorithm, known for its low computational cost
and precision using Haar-like features, and the Haar cascade classifier, which utilizes pixel

intensity differences for object detection. Deep learning approaches, such as convolutional
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neural networks, have significantly advanced face detection with superior performance (Canal
et al., 2022).

(Classical feature extraction methods, such as local binary patterns and histograms
of oriented gradients, segment images into cells to create histograms based on pixels or
gradients. Alternatively, deep learning models such as CNNs have also been employed for
facial feature extraction. As a human-understandable feature extraction, the facial action
coding system (FACS), established by Friesen and Ekman (1978), codes facial movements
related to emotions through action units, enriching the emotional recognition process with
a muscle-movement-focused analysis based on action units.

In relation to classification, traditional machine learning models, such as SVM and
decision trees, are used for facial image processing. Deep learning models integrate feature
extraction and classification into a seamless process, using convolution operations to an-
alyze images and classify emotions effectively. Both classic and deep learning approaches
contribute significantly to the evolving field of facial emotion recognition, offering varied

methodologies to enhance accuracy and efficiency in classification tasks.

3.2.3 Physiological responses for emotion recognition

In the data collection and pre-processing phase, physiological data are first segmented into
specific time frames as in speech data processing (e.g., 10 to 60 seconds). Signals are
smoothed by applying a window function as in speech signal processing. Different sen-
sors (e.g., ECG, EEG, EDA) may have different sampling rates (or the number of samples
per second), and thus data are resampled to adjust sampling rates per source. Basic signal
processing involves filtering low- or high-bandwidth noise signals, e.g., using a Butterworth
filter.

When it comes to feature extraction, physiological features depend on the sensor
types: ECG/PPG, EDA, and EEG features. ECG/PPG data mostly focused on heart rate

variability metrics obtained from peak-to-peak interval data with lower variability generally
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indicating higher stress and emotional arousal. For EDA feature extraction, raw signals are
separated into tonic (baseline conductivity) and phasic (response to stimuli) components.
Likewise, EEG feature extraction involves spectrum separation into five frequency bands
(theta, alpha_low, alpha_high, beta, gamma). From these separate signals, key features such
as mean, standard deviation, and peak counts are extracted. All features are normalized
(e.g., using z-normalization) for each user.

As in speech and facial emotion recognition, both classical and deep learning models
are used for physiology-based emotion recognition. A classical feature-based approach ne-
cessitates expert knowledge for each data source, as stated above. In contrast, deep learning
as an end-to-end approach bypasses feature extraction by directly inputting raw signals into

deep learning models, allowing the models to autonomously identify pertinent information.

3.2.4 Behavioral and environmental data for emotion recognition

Behavioral data (e.g., physical activity and digital device usage) and environmental data
(e.g., visited places and temperature) can be captured with various sensors including mobile
and wearable devices. The range of everyday situations may include commuting/driving
and work contexts. Research in emotion detection through body movement and activity
examines gestures, posture, body motions like gait patterns, and physical activities using
sensors from mobile devices, such as accelerometer, gyroscope, and compass, which minimally
disrupt users (U. Lee et al., 2019). Global positioning system (GPS) and Wi-Fi data can
be used for tracking where the users are visiting (GPS for outdoor movements and Wi-Fi
for indoor movements), and environmental conditions, such as temperature and humidity,
can be collected from IoT sensors or external weather databases. Additionally, data on
digital devices, such as smartphone usage, offer insights into emotional states (Kang et al.,
2023). This includes analysis of social interactions, content within communications, and
application usage patterns. Emotions have also been inferred from typing interactions or

keystroke dynamics, e.g., slower keystroke movements in sadness (Epp et al., 2011; Maalej
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& Kallel, 2020).

In typing and touch behavior studies, feature extraction encompasses a variety of
parameters such as touch frequency, pressure, contact area, typing speed, and the frequency
of backspace or special character usage. For body movement and activity, accelerometer and
gyroscope data are crucial. Time and frequency domain features are extracted to represent
body movements (e.g., calculating acceleration magnitudes to determine activity levels),
offering a comprehensive view of physical behavior and its potential for emotional state
inference. As in physiological signals, all features are normalized for each user.

In line with other signals, both traditional machine learning techniques (such as SVM
and decision trees) and deep learning models (like CNN and LSTM) are employed for model
building. Research has further advanced into multimodal fusion, integrating diverse data
sources to enhance inference accuracy; i.e., feature-level fusion combines features extracted
from various sources before inputting them into a model, while decision-level fusion aggre-

gates the outputs of multiple models to make a final decision.

3.3 IMPLICATIONS TO EMOTION REGULATION INTERVENTION DESIGN

Existing emotion recognition methods provide several concrete directions for emotion regu-
lation at work. Take, for example, situation selection and modification as strategies that can
be used to manage one’s own feelings. To support such strategies, context-sensing features
can track a user’s everyday life situations (e.g., major locations where they need to perform
emotion regulations) and situational cues that are useful for individuals to conduct emotion
regulations (e.g., changes in physical activity patterns, variations in social interactions, or
shifts in environmental conditions like temperature or noise levels) can be automatically cap-
tured using mobile, wearable, and IoT devices. As another example, prior studies showed
that there are notable physiological and behavioral differences when a person uses the strate-
gies of reappraisal and suppression to manage their feelings in stressful situations (Gross,

2002). We can extend existing emotion recognition methods to automatically detect a user’s
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current emotion regulation status, by using various data sources, such as speech, physio-
logical, and behavioral data, to detect whether individuals are currently suppressing their
emotions.

Prior emotion recognition methods typically offer real-time classification; for exam-
ple, speech emotion recognition produces recognition results every 20 milliseconds, and
physiology-based emotion recognition every 10 to 30 seconds. Likewise, existing emotion
recognition methods help people track their emotion and stress levels in real-time. Map-
ping for emotion regulation can also leverage real-time classifications of situational sens-
ing/mapping and emotion regulation strategies. Training such models requires fine-grained
labels; e.g., a call center agent may need to retrospectively label the level of emotion sup-

pression as part of preparing for the training data (Gabriel & Diefendorff, 2015).

4 Al FoOr EMOTION REGULATION: ACTING FOR INTRAPERSONAL AND

INTERPERSONAL INTERVENTIONS

The final phase of the Al-assisted emotion regulation framework, acting, plays a crucial role
in both intrapersonal and interpersonal emotion regulation. Intrapersonal interventions can
include methods such as awareness and reflection support, psycho-educational assistance, and
experiential biofeedback, like breathing exercises, as classified by Slovak et al. (2023). For
interpersonal emotion regulation, acting extends to various forms of social interaction, from
one-on-one engagements to larger group dynamics. The development of these interventions
requires careful consideration of design elements, including the level of proactiveness, the
channels through which interventions are delivered, the methods of physical actuation, and

the mechanisms for sharing emotions and offering social support.

4.1 INTRAPERSONAL INTERVENTIONS

The first type of interpersonal intervention focuses on awareness and reflection support.

This aims to encourage users to reflect on their present feelings or to examine a record
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of their past emotional experiences. Users can self-report their emotional experiences via
ecological momentary assessment, or automated tracking can be alternatively used for data
collection. EmotiCal (Hollis et al., 2017) offers a mood-monitoring interface where users
can rate their mood, energy, and contextual factors, like time and location. It enables
the selection of mood triggers and visualizes mood trajectories alongside these triggers,
also providing emotional forecasting to help predict and improve future moods through
suggested actions. MindScope (T. Kim et al., 2022) assists in managing college students’
stress by looking into the specifics of sensing, mapping, and action. MindScope collects data
from smartphones to predict users’ stress levels and provides intervention content to address
stress. For personalized stress detection, smartphone sensor and log data are collected, and
users periodically self-report their current emotional states. It helps users to overview their
emotional states and further offers micro-tasks that can relieve stress when stress is detected.

Psycho-educational support is another approach that strives to gain insights into
emotion regulation skills by providing comprehensive explanations of the process. PopTher-
apy (P. Paredes et al., 2014) explores the integration of positive psychology, cognitive behav-
ioral, meta-cognitive, and somatic exercises into mobile applications to enhance emotional
regulation and stress-coping mechanisms. Techniques such as practicing gratitude, envision-
ing a best future self, cognitive reframing, mindfulness, and physical activities like exercise
and relaxation are highlighted for their benefits in improving well-being and managing stress.
Additionally, specific strategies for assisting children with autism spectrum disorder (Fage
et al., 2019) include emotion identification through simplified emoticon selection and tailored
coping strategies involving personal multimedia content.

There are also various methods for providing experiential feedback to assist in emotion
regulation and stress management, such as audio, screen, tactile feedback, and ambient
environmental adjustments. Audio feedback (Bergstrom et al., 2014) includes melody-based
breathing cues and sonification of heart rate, aiming to synchronize breathing with music or

heart rate changes. Screen feedback (Moraveji et al., 2011) involves animations and visual
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cues, such as a moving bar or brightness adjustments on screens, to guide breathing. Tactile
feedback, through haptic vibrations, offers a more physical form of guidance for breathing
exercises, found to be effective and less distracting than audio cues (P. E. Paredes et al.,
2018). BoostMeUp (Costa et al., 2019) delivers personalized haptic feedback on desired
heartbeats via a smartwatch, which can unobtrusively help reduce anxiety and stress.
Finally, the concept of digital emotion regulation has garnered significant attention in
the research community, especially in recent years (Smith et al., 2022; Wadley et al., 2020).
Defined as the use of digital technologies, such as smartphones and social media, to regulate
or modify one’s emotional state in daily life, this phenomenon represents a modern twist
on traditional methods of emotion management. A series of studies have shed light on how
individuals leverage digital platforms for emotion regulation, revealing the intricacies and
outcomes of such practices. For instance, Verma et al. (2023) investigated the role of social
media in emotion regulation, highlighting how activities like messaging friends, browsing
Instagram, or watching YouTube shorts serve hedonic purposes by alleviating unpleasant
feelings. Furthermore, Shi et al. (2023) and Tuck et al. (2023) examined the effects of digital
emotion regulation activities. Shi et al. (2023) found that smartphones are often used as

tools for immediate emotional relief, albeit with effects that are short-lived.

4.2 INTERPERSONAL INTERVENTIONS

Intrapersonal interventions can also be extended to interpersonal scenarios. One such ex-
tension involves awareness and reflection support of targets. Al demonstrates significant
potential in enhancing emotional regulation both individually and within groups. In cus-
tomer call centers, Al analyzes emotions from customer voices, providing real-time feedback
to service agents through emotion data visualization, thus improving interpersonal emotion
regulation (Henkel et al., 2020). This suggests Al’s role could be to augment human capabili-
ties in service interactions. EduSense (Ahuja et al., 2019), in educational settings, uses audio

and video to monitor classroom dynamics, employing computer vision to assess engagement
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and emotions based on indicators like attention and smiles. Both examples illustrate Al’s
ability to support emotional awareness and reflection, showing its application in personal
and interpersonal contexts for better understanding and management of emotions.

Another such approach involves emotional cue filtering. Al technologies offer promis-
ing strategies for mediating communications to support emotional well-being in professional
settings. One approach involves voice modulation in call centers, where the sound of cus-
tomer voices is altered in real-time to reduce stress and improve emotional regulation among
workers (D. Lee et al., 2024). By modulating the pitch of a customer’s voice, a study found
significant reductions in perceived stress, suggesting that such technology could greatly im-
prove workplace environments and customer interactions. Another strategy uses Al, specif-
ically ChatGPT, to rephrase inappropriate text in customer service interactions (Ko et al.,
2023). AI can proactively moderate the tone of customer inquiries and responses, aiming to
maintain the original intent while preventing verbal abuse. Both examples demonstrate Al’s
potential to proactively mediate communications, offering tools to filter emotional cues such
as abusive voice tones or text, thus fostering healthier interpersonal interactions. However,
there is also a possibility that by filtering these cues, employees may fail to fully understand
the customer’s feelings, potentially making them less responsive to customer needs, which
could negatively impact the customer’s experience.

Finally, interactive systems facilitate emotional sharing across different social scales,
from personal circles to broader communities, enhancing awareness and support. Stud-
ies show that in friend networks, individuals share a wider range of emotions, eliciting more
supportive and emotional responses, especially for posts conveying self-worth feelings (Burke
& Develin, 2016). In the workplace, Mood Squeezer (Gallacher et al., 2015) encourages em-
ployees to express their moods by squeezing colored balls, with these moods then visually
aggregated and displayed, fostering a collective emotional awareness. Meanwhile, Emotion
Map (Huang et al., 2015), a location-based mobile app, allows users to log and share their

emotions with details like time and place, either publicly or anonymously. This app enhances
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emotional regulation and awareness by mapping emotions to specific contexts, providing in-
sights into emotional patterns across different settings and activities on a university campus.
StressTrendmeter (R. Choi et al., 2022) facilitates anonymous stress sharing among col-
lege students through hashtags and trending topics, enhancing community awareness and

support.

4.3 IMPLICATIONS TO EMOTION REGULATION INTERVENTION DESIGN

As illustrated earlier, intervention design can leverage both intrapersonal and interpersonal
intervention strategies. Interactive technologies with Al can greatly expand design options
for acting in terms of proactiveness and delivery channels (including physical actuation).
When it comes to the social sharing of emotion, the level of details and social support

mechanisms should be carefully considered.

4.3.1 Proactiveness

Al systems are increasingly being designed to offer proactive interventions based on user
context, including specific locations, activities, or during stressful situations. Such interven-
tion contexts can be set by either users or experts for proactive intervention delivery. Since
interventions are automatically delivered in specific contexts, this approach is also known as
just-in-time intervention.

In relation to location, individuals can be encouraged to use emotion-regulation strate-
gies, whenever they arrive in geofenced areas identified as stressful or anxiety-provoking. For
instance, Pramana et al. (2018) illustrated how a mobile application could facilitate anxiety
management within geofenced regions by facilitating behavioral activation, such as encourag-
ing users to engage in a calming breathing exercise when they arrive at a location associated
with stress.

For routine activities such as driving, innovations like haptic feedback and emotion-

ally aware in-vehicle assistants (e.g., Buzz Car) aim to transform these experiences into
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opportunities for mindfulness and stress reduction. By adjusting the driver’s breathing rate
through haptic and voice guidance, these technologies promote a calming experience without
compromising safety (P. E. Paredes et al., 2018). In public spaces, social robots, such as
HelloBot (Cha et al., 2018), can detect individuals who routinely walk by and proactively
give greetings to them that solicit smiling to induce a positive feeling.

Interventions for emotion regulation could also be delivered when users are expe-
riencing negative well-being or stress. Interventions can be differentiated by the method
of evaluating the user’s states through self-reporting or automatic tracking mechanisms.
For self-reported well-being states, for example, individuals could receive tailored reminders
to practice stress management techniques upon self-reporting high stress or negative emo-
tions (Smyth & Heron, 2016). Tools like StressShoe offer a DIY toolkit for people working
in sedentary professions (e.g., office workers) to automatically track stress in real-time and
receive just-in-time personalized stress interventions (Elvitigala et al., 2021). The system
uses a motion sensor mounted on a shoe to infer stress levels based on food movements,
enabling interventions tailored to the moment’s needs. Similarly, research on digital work-
place stress-reduction systems (Howe et al., 2022) has explored the efficacy of just-in-time
interventions triggered by automated stress level detection, finding that while just-in-time
interventions saw higher completion rates, stress reduction outcomes were similar between

just-in-time and pre-scheduled interventions.

4.3.2 Delivery channels and physical actuations

Delivery channels refer to the mediums through which interventions are conveyed, which
can vary from single-device applications to multi-device ecosystems. An example of the
latter is ParentGuardians (Pina et al., 2014), a system that integrates both a mobile phone
application, supporting text and image, and a glanceable display for images only. This setup
is designed to help parents remember and apply strategies learned in therapeutic sessions,

facilitating the application of these strategies in daily life without needing further guidance.
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Physical actuations extend the concept of interventions into the physical environ-
ment, leveraging more than just digital devices to facilitate emotion regulation. Notably,
as summarized in a recent review (Braun et al., 2021), the automotive industry has em-
braced this approach with initiatives such as Mercedes-Benz’s 10-minute coaching program,
which uses a combination of climate control, ambient lighting, and music to help increase
driver alertness during long drives (Mercedes-Benz, 2020). Automotive examples underscore
the potential of physical actuations to create immersive environments that actively support

emotional regulation and well-being.

4.3.3 Emotion sharing and social support

Designing interventions for emotion sharing and social support necessitates a thoughtful ap-
proach to how users express emotions, with whom they share these emotions, and how others
can engage to provide support. Seeking social support is, in fact, a form of interpersonal emo-
tion regulation, where the individual recruits others to help manage their emotional states.
These considerations are crucial in creating a supportive ecosystem that promotes emotional
well-being and community care. We will illustrate the key design dimensions based on the
following examples.

Mood Squeezer (Gallacher et al., 2015) exemplifies an intervention where emotions are
expressed through the use of color balls, representing different feelings. This method allows
for a simplified yet effective conveyance of emotional states to a specific audience, in this case,
co-workers. The engagement from others comes through a shared display that aggregates
these color-coded emotions, providing a collective emotional snapshot of the company at any
given time. This approach fosters a sense of community and shared experience, encouraging
mutual understanding and support.

StressTrendmeter (R. Choi et al., 2022) targets stress as a specific emotional domain,
particularly within campus environments. Users share their stressors using hashtags, making

the expression both concise and easily relatable. The platform is designed for public sharing
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within a community (e.g., a university campus), encouraging broad engagement. Features
like an empathy button and hashtag chats empower users to not only share their stressors but
also to find and offer support efficiently. This system highlights the role of the community
in addressing common stressors, providing a space for collective empathy and support.
These examples illustrate the diverse approaches to designing emotional sharing and
support interventions, emphasizing the importance of considering the level of detail in emo-
tion expression, the audience for sharing, and the mechanisms for engagement. Each ap-
proach offers unique benefits, whether it is fostering a sense of community, providing context
for emotions, facilitating targeted support, or showcasing the potential of technology to

enhance social support and emotional well-being.

5 EtHics FOR AI-ASSISTED EMOTION REGULATION AT WORK

In deploying emotion Al in the workplace, the balance between mental well-being enhance-
ment and privacy infringement is precarious. While intended to foster a supportive environ-
ment by identifying stressors and promoting mental health, the overarching risks cannot be
ignored. The technology’s capacity to exacerbate biases, amplify stigmas against marginal-
ized groups, and erode emotional privacy raises significant ethical concerns (Corvite et al.,
2023). Such erosion compromises workers’ agency and autonomy, creating a workplace atmo-
sphere fraught with distrust and anxiety. Moreover, when used for surveillance (Roemmich
et al., 2023), emotion Al risks coercing employees into conforming to emotional labor expec-
tations, altering their emotional expressions to align with job requirements, such as emotional
display rules. This coerced emotional regulation not only impinges on emotional privacy but
also imposes an undue psychological burden, potentially leading to emotional dissonance
and burnout (Ajunwa, 2018). The ethical deployment of emotion AI necessitates stringent
safeguards to protect emotional privacy and worker rights (Roemmich et al., 2023). In this
section, we review existing research on the ethics of emotion recognition technologies and

the new regulation of the EU Al Act and suggest practical ethical and legal considerations
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for building and deploying Al-assisted emotion regulation at work.

5.1 ENHANCING DATA PRIVACY IN EMOTION Al

In the context of data collection for emotion Al, using proxy data requires gathering informa-
tion from multiple individuals and then applying machine learning for aggregate modeling.
A significant ethical consideration in this process is obtaining informed consent, where par-
ticipants must be fully aware of the potential risks and benefits. However, current practices
face challenges in allowing users to control their data effectively, especially with one-off con-
sent processes that do not accommodate personal contextual preferences, such as preventing
data collection in sensitive locations. The MyData movement (Alorwu et al., 2021), which
emphasizes empowering users by granting them direct access to and control over their per-
sonal data, offers a promising approach. This concept is in line with the European Union’s
General Data Protection Regulation (GDPR), aiming to enhance user control over personal
data. There is a recognized need for further research to develop user-friendly tools, similar
to the Platform for Privacy Preferences (P3P) (Cranor et al., 2006), to enable direct data
access and control within emotion Al systems. Additionally, future developments in emo-
tion Al should focus on creating mechanisms for “dynamic consent,” allowing (H. Lee & Lee,
2022) users to adjust their consent in response to changing contexts and situations, thereby
enhancing privacy and user autonomy in emotional artificial intelligence applications (H. Lee

et al., 2024).

5.2 TuE IMPACT OF Al oN EMOTIONAL DIVERSITY

The classification of emotions by Al not only describes emotional states but also prescribes
them, influencing how individuals perceive and express their own emotions (Stark, 2018;
Stark & Hoey, 2021). This prescriptive nature, through data aggregation and the simpli-
fication of complex emotional experiences into categories, can lead individuals to adjust

their behaviors to align with these “objective” measures due to emotional display rules or
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norms, potentially narrowing the human emotional experience to what can be quantified and
algorithmically categorized and enforced (Stark & Hoey, 2021). This issue is particularly
pronounced in settings like call centers, where aggregate modeling ignores the nuanced ways
in which individuals modulate their emotions over time to meet the expectations set by their
employers. For example, a call center agent might suppress frustration or anger during a
challenging call and instead project calmness and empathy to adhere to company policies
on customer service, or deliberately use positive emotional displays, such as cheerfulness
and enthusiasm, even when they do not feel that way internally. Overall, the reliance on
Al for emotion classification can lead to a reductive view of human emotions, constraining
them within the limits of predefined categories and ignoring the rich variability of human
emotional life. The takeaway for designers and implementers of emotion recognition tech-
nologies is the importance of acknowledging the prescriptive power these technologies hold.
There is a critical need for a value-based design approach that prioritizes mental well-being
and respects individual agency and autonomy (Andalibi & Buss, 2020). Furthermore, the
use of Al for surveillance and enforcing compliance should be critically examined for its po-
tential to undermine personal agency and autonomy, suggesting a cautious approach to the

deployment of these technologies in sensitive contexts (Roemmich et al., 2023).

5.3 ToOWARDS TRANSPARENCY AND UNDERSTANDING

Addressing errors and biases in emotion recognition technology is crucial for ensuring its
reliability and fairness. Existing research acknowledges that while some emotion recognition
outcomes align with expectations, a significant portion does not, highlighting the technol-
ogy’s inability to account for individual differences. This limitation becomes particularly
problematic when the technology could be inaccurate or biased (Cooney et al., 2018), failing
to accurately read the emotions of certain individuals, such as those whose physiological
responses diverge significantly from the majority or those with autism spectrum disorder,

making it challenging to capture their emotional states with standard data models. One
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of the key issues is that the failures of emotion recognition technology are often not appar-
ent to users, which can lead to misguided reliance on inaccurate or biased Al assessments.
To address these concerns, prior work (Boyd & Andalibi, 2023) suggests enhancing trans-
parency (e.g., data and modeling), which could help to highlight the technology’s limitations
and improve its application. This highlights the need for an interactive tool that allows for
the examination of classification results, incorporating explainable Al features. Such a tool
would enable users to gain a better understanding of how classification results are derived,
thus fostering a more nuanced approach to interpreting emotion Al outputs. This approach
not only aims to mitigate biases but also promotes a deeper understanding of the technol-
ogy’s capabilities and limitations, ultimately contributing to more ethical and effective use

of emotion recognition and regulation systems.

5.4 EtHICAL AI USE ACCORDING TO THE EU AI AcT

The EU Al Act addresses critical legal issues related to the deployment of artificial intelli-
gence systems, particularly emphasizing the prohibition of certain Al practices (Hauselmann
et al., 2023). Recital 44 (European Union, 2024) outlines the prohibitions due to significant
shortcomings in Al technologies, including emotion recognition. These shortcomings en-
compass the limited reliability of emotion categories, the lack of specificity in physical or
physiological expressions matching emotion categories, and the limited generalizability con-
sidering the effects of context and culture. The Act particularly highlights the risks of
deploying such technologies in sensitive areas like workplaces and educational institutions
due to reliability issues and the potential for abuse.

The permissible usage of Al under the AI Act in workplace settings emphasizes the
importance of applications that bolster personal well-being and productivity without extend-
ing into organizational performance monitoring or surveillance. Although there is ambiguity
around the voluntary use of Al tools for personal work assistance, the potential misuse of

data for surveillance and evaluation calls for cautious consideration. The guidelines advo-
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cate for Al-assisted emotional recognition to prioritize personal well-being and productivity
over organizational surveillance, highlighting the delicate balance between beneficial use and

privacy concerns in the context of the EU Al Act.

6 PRrACTICAL CONSIDERATIONS FOR AI-ASSISTED EMOTION REGULATION AT WORK

6.1 DATASETS AND GROUND TRUTHS

In the realm of emotion recognition research, there is a prevalent use of datasets that cate-

Y

gorize emotions into discrete labels such as “angry” or “happy,” or dimensional labels that
describe emotions on scales like arousal and valence. The majority of studies have tradi-
tionally used datasets generated in controlled laboratory settings, where participants are
exposed to specific stimuli to elicit targeted emotional responses, such as stress. While this
controlled approach facilitates the creation of machine learning models, it faces challenges
when applied to real-world scenarios, where emotions are more fluid and context-dependent.
Recognizing these limitations, there is a growing shift towards using datasets gathered in nat-
uralistic settings (Mattingly et al., 2019; C. Y. Park et al., 2020). These datasets, collected
through mobile devices where participants self-report their emotions in everyday contexts,
offer enhanced ecological validity. However, they also introduce new challenges, such as the
reduced accuracy of models due to the variability and unreliability of self-reported data, in-
fluenced by factors like interruptions and contextual noise (Kang et al., 2022). Additionally,
the dynamic nature of emotions complicates the collection of a sufficient number of samples
to accurately represent an individual’s emotional state. These challenges highlight the need
for further research into developing machine learning models that are both realistic and ap-
plicable in natural settings. Advancing the field requires creating large-scale, longitudinal
datasets that capture the complexity of real-world emotional experiences, thereby leading to

more accurate and nuanced emotion recognition and regulation.
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6.2 DATA AVAILABILITY AND DATA QUALITY

In the domain of emotion recognition and regulation, the diversity and accessibility of data
play a pivotal role. However, the availability of such data can significantly vary across dif-
ferent contexts due to a myriad of sensing challenges and privacy concerns. For instance,
mobility issues can affect the reliability of face capturing, while environmental noise can im-
pede the accuracy of speech emotion recognition in public settings such as noisy restaurants.
These practical challenges highlight the complexities involved in collecting high-quality data
essential for training robust machine learning models. Moreover, the tracking of sensitive
personal data, including voice recordings, images, and behavioral data like locations visited
or app usage patterns, raises significant privacy concerns (H. Lee et al., 2022). These con-
cerns not only affect the willingness of individuals to participate in data collection efforts
but also impose legal and ethical constraints on the types of data that can be collected and
analyzed.

The issue of data quality cannot be overstated in the context of sensor-driven re-
search. Common challenges include missing or low-quality data, often resulting from the
unpredictable nature of free-living conditions under which the data is collected. Users might
forget to wear their devices, fail to charge them, or operate in environments with excessive
noise, all of which contribute to compromised data integrity (Jeong et al., 2017). Historically,
the impact of data quality on the research process has been underestimated, but there is an
increasing awareness of the “data cascade” phenomenon (Sambasivan et al., 2021), where
poor data quality adversely affects all stages of model development, evaluation, and deploy-
ment. There is, therefore, a need for meticulous examination of the variations in data quality
arising from individual and contextual differences, as these factors significantly influence the

performance and generalizability of emotion recognition models.
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6.3 ACCURACY AND TRUST

The performance of emotion recognition models significantly varies depending on the source
and quality of the datasets used for training. Models developed from clean, laboratory-based
datasets generally achieve impressive accuracy levels. For instance, stress detection models
that utilize physiological signals can reach accuracy rates exceeding 90% (Dziezyc et al.,
2020). The use of multimodal data, incorporating vocal and facial expressions alongside
physiological and behavioral information, further enhances model accuracy.

Contrastingly, models trained on datasets collected in uncontrolled, real-world en-
vironments (“in the wild”) exhibit notably low accuracy, typically ranging between 60—
70% (Kang et al., 2023; Meegahapola et al., 2023). This discrepancy poses a significant
challenge for applying emotion recognition technologies in everyday contexts where ecolog-
ical validity is crucial. Models trained in the laboratory, despite their high accuracy under
controlled conditions, often fail to generalize effectively to the complexities and nuances of
real-world emotional experiences. Conversely, models trained on real-world data, while more
relevant to daily life, suffer from poor performance due to the messy and unstructured nature
of the data collected.

The challenge of achieving high accuracy in emotion recognition models has critical
implications for the development and deployment of effective intervention systems. Research
indicates a strong correlation between the accuracy of these models and their perceived use-
fulness and potential for adoption by end users. This underscores the importance of not only
developing technically accurate models but also ensuring that these models are practically
useful in real-life emotion regulation contexts. One promising avenue for enhancing the ac-
curacy and applicability of emotion recognition models is through personalization (T. Kim
et al., 2022). By tailoring models to leverage an individual user’s data through techniques
such as fine-tuning or few-shot adaptation, the relevance and effectiveness of the models can

be significantly improved.
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6.4 MODEL AND INTERVENTION VALIDATION

The field of emotion recognition has seen numerous studies focused on model building and
evaluation using datasets collected in controlled environments. However, there is a noticeable
gap in the literature concerning field evaluations of these systems when deployed in real-
world settings. This scarcity is often attributed to the practical challenges associated with
system development and the high costs of deployment. As a result, the majority of existing
field studies involve a relatively small number of participants, typically ranging from 20 to
30 individuals. This limitation restricts their applicability and generalizability to diverse
populations.

Large-scale controlled experiments that could provide more robust evidence of effec-
tiveness are rare due to the logistical challenges and resources required to engage a large
and diverse group of participants. Moreover, engagement heterogeneity—a variance in how
different users interact with and respond to digital interventions—is a common occurrence in
digital mental health applications. This variability further complicates the process of eval-
uating intervention effectiveness and underscores the need for more inclusive and extensive
research designs.

The validation of Al-assisted emotion regulation systems necessitates a comprehen-
sive approach that extends beyond initial small-scale studies to include large-scale, long-term
evaluations. Such studies should aim to capture the diversity of user populations and the
complexity of real-world environments where these interventions are deployed. Continuous
evaluation of these interventions, even after they have been commercially deployed, is crucial
for monitoring and ensuring their effectiveness throughout their lifecycle. Given the high
costs and logistical complexities associated with conducting randomized control trials, al-
ternative methodologies should be considered. One promising approach is the utilization of
observational sensor data for causal analysis (U. Lee et al., 2023) which refers to the pro-
cess of identifying and understanding cause-and-effect relationships within real-world sensor

data, as opposed to controlled experimental settings. By addressing these validation chal-
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lenges through innovative research designs and methodologies, the field can move closer to
developing effective, evidence-based emotion recognition and regulation interventions that

are scalable, inclusive, and responsive to the needs of diverse user populations.

6.5 IMPLEMENTATION AND DEPLOYMENT CONSIDERATIONS

The accessibility of devices capable of capturing the necessary sensor data for emotion recog-
nition presents a significant hurdle. While mobile, wearable, and IoT devices abound, the
reality is that only a select few allow developers access to the diverse sensor data needed for
comprehensive emotion analysis. Commercial devices like Garmin wearable trackers and the
Samsung Watch stand out, but these are exceptions rather than the norm. Research-oriented
devices, such as OpenBCI EmotiBit, offer open and affordable options, yet they are few and
far between. Furthermore, validated wearables like the Empatica Embrace, which provide
reliable data, come at a higher cost compared to mainstream wearables like the Samsung
Watch and Apple Watch. Recent efforts have aimed to bridge this gap by utilizing off-
the-shelf wearable devices for real-time sensing, indicating a growing trend towards making
sensor data more accessible for research (Han et al., 2023; Nishiyama & Sezaki, 2023).
Another critical challenge is the scalability of the data architecture required to support
emotion recognition systems. The collection of heterogeneous data from a wide array of
sources—including wearable, desktop, and IoT devices—poses significant difficulties. System
and data heterogeneity can impede interoperability, complicating the integration of diverse
data formats into cohesive models. Additionally, the need for real-time data collection
to ensure timely analysis and response further stresses the importance of scalable system
architecture. Considerations for scalable service architecture are often overlooked in small-
scale deployments. In practice, the bandwidth requirements for streaming data from a large

user base can be considerable, necessitating architectures capable of handling such demands,

such as Apache Kafka.
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7 CONCLUDING REMARKS

This chapter underscores the transformative potential of Al in enhancing workplace health,
well-being, and productivity through advanced emotion regulation capabilities. By integrat-
ing a comprehensive review of affective computing and emotion regulation literature with
practical applications and ethical considerations, we highlight the multifaceted role Al plays
in augmenting human intelligence and managing emotions in work contexts. The explo-
ration of multimodal sensing via the sensing, mapping, and acting framework showcases
how Al can navigate the complexities of human emotions to offer tailored interventions in a
timely fashion. These interventions, ranging from intrapersonal support (e.g., self-reflection
and biofeedback) to interpersonal support (e.g., social awareness and support), underscore
the importance of designing Al with a deep understanding of both intrapersonal and inter-
personal emotion regulation dynamics. Furthermore, ethical considerations, such as data
privacy, emotional diversity, and the handling of biases, are paramount to fostering trust
and ensuring the responsible deployment of emotion Al in the workplace. As we navigate
the challenges and opportunities presented by Al-assisted emotion regulation interventions,
this chapter calls for ongoing research, robust model development, and ethical guidelines
that align with global standards such as the EU AI Act. The journey towards creating
empathetic, intelligent, and ethically sound Al systems for workplace emotion regulation is
just beginning. This chapter lays a foundation for future explorations, encouraging a holistic
approach that combines technological innovation with an unwavering commitment to ethical
responsibility and human-centric design. Through such endeavors, we can aspire to create
work environments where technology not only enhances productivity but also fosters an

atmosphere of psychological safety, well-being, and emotional resilience.
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