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ABSTRACT

People with mental health issues often stay indoors, reducing their
outdoor activities. This situation emphasizes the need for self-
tracking technology in homes for mental health research, offering
insights into their daily lives and potentially improving care. This
study leverages a multimodal smart speaker to design a proactive
self-tracking research system that delivers mental health surveys
using an experience sampling method (ESM). Our system deter-
mines ESM delivery timing by detecting user context transitions
and allowing users to answer surveys through voice dialogues or
touch interactions. Furthermore, we explored the user experience
of a proactive self-tracking system by conducting a four-week field
study (n=20). Our results show that context transition-based ESM
delivery can increase user compliance. Participants preferred touch
interactions to voice commands, and the modality selection varied
depending on the user’s immediate activity context. We explored
the design implications for home-based, context-aware self-tracking
with multimodal speakers, focusing on practical applications.
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1 INTRODUCTION

Mental health has become a global concern in recent years. Ac-
cording to a Global Burden of Disease (GBD) study, an estimated
970 million people, or approximately one-eighth of the world’s
population, are affected [19]. In addition, mental health disorders
have a considerable socioeconomic cost, as they negatively affect
productivity. A World Health Organization-led study found that
depression and anxiety disorders lead to 1 trillion dollars in lost
productivity worldwide annually [10].

Self-tracking involves individuals collecting and reflecting their
own data [37] to enhance self-awareness and understanding of
their health and well-being [29, 32] For mental health issues such
as depression and anxiety disorders, there is a need for periodic
monitoring of dynamic changes on a daily or hourly basis rather
than being observed at occasional hospital visits [53]. Self-tracking
is well suited for identifying such dynamic changes because it can
continuously observe the user’s state. Self-tracking in daily life is
widely used as a research and clinical methodology because it helps
bridge the information gap between healthcare stakeholders and
patients for clinical decision-making [60].

This study used the experience sampling method (ESM) to self-
track mental health states. ESM is a well-known methodology that
asks users to complete short surveys at various points in their daily
lives to collect data on their feelings, thoughts, and behaviors [13].
ESM can deliver surveys at regular intervals, which can be effective
for observing and understanding highly volatile mental states [53],
such as stress and anxiety levels while mitigating recall bias [51].
Furthermore, ESM can be structured to collect associated contextual
information, which helps gain insights into mental health [1].

ESM has traditionally been based on the paper-and-pen method.
With advances in mobile and wearable technology, ESM has been
actively used with mobile phones [55, 56] and smartwatches (known
as microESM) [17, 25]. The issue with these technologies is that
people do not always carry smartphones [14] or wear smartwatches
at home [21]. As an alternative approach, smart speakers have
recently been explored for ESM in domestic settings [57, 59] because
there has been a significant increase in the adoption of speakers
at home. The advantage of speakers is that they are often placed
in key areas of the home (e.g., the living room and bedside), where
they can easily interact with users.
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While traditional smart speakers have centered on voice inter-
faces, the market has recently expanded to include multimodal
speakers, such as Amazon’s Echo Show and Google’s Nest Hub,
which support both voice and touch interactions. The number of
users is increasing rapidly [35]. These multimodal speakers pro-
vide new opportunities to perform various types of mental health
self-tracking tasks with visual elements that are not feasible with
traditional voice-only speakers. For example, users were tasked
with describing a given image to diagnose depression [22, 34] and
cognitive impairment [40]. In this sense, multimodal speakers can
collect different types of mental health data, making them effective
at conducting mental health research and self-reflection. Despite
the immense potential of multimodal speakers as mental health self-
tracking tools, we observed that HCI studies are still to investigate
user experiences of mental health self-tracking with multimodal
speakers.

One important aspect of ESM design is to determine the op-
portune timing for delivering ESM surveys because inappropriate
timing can result in negative emotions such as stress [30], irrita-
tion [4], and anxiety [5], as well as bias users in their responses
to the survey [23]. Previous studies identified task breakpoints
and user activity transitions as opportune moments to interrupt
(or proactively interact with) users [3, 15, 20]. While previous re-
search has investigated opportune timing for interactions with
smart speakers in domestic environments [11], to the best of our
knowledge, no research has explored user interruptibility in re-
sponse to ESM based on context transitions detected by various
Internet of Things (IoT) sensors (such as noise and light) in a field
study setting.

Therefore, we developed a context-aware self-tracking system
using multimodal speakers that proactively deliver ESM requests
(e.g., mental health questionnaires) at home by detecting context
transitions based on IoT sensing at home (e.g., CO2, light, noise,
and motion). Users can then respond to ESM requests through voice
or touch. We set the following research questions (RQs):

e (RQ1) How do users evaluate their overall experience of
proactive mental health self-tracking using multimodal speak-
ers?

¢ (RQ2) How do users’ compliance rates change across differ-
ent context transitions, and what are their perceptions of
context-aware ESM triggering in home environments?

e (RQ3) What are the preferred interaction modalities for re-
sponding to ESM requests and what is the usability of these
modalities?

To answer these questions, we conducted a four-week field study
with 20 participants who had mild depressive symptoms in their
homes. Our results show that our context-aware self-tracking sys-
tem facilitated participants’ responses to ESM requests, enhancing
both convenience and compliance rates. Participants perceived
human likeness in voice-based interactions; however, the repeti-
tive nature of the interaction content lowered their expectations.
Participants generally preferred the touch modality over the voice
modality, and the modality selection varied depending on the user’s
activity context before interactions with the system. Based on the
results, we explored the design of home-based, context-aware self-
tracking systems with multimodal speakers. The key contributions
of this study are as follows:
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e We propose a self-tracking system that detects contextual
transitions in a home environment based on IoT sensor data.

e We conducted a field study (n=20, four weeks) in a home set-
ting to explore system usage patterns and user experiences.

o Finally, we discuss several practical implications of design-
ing a proactive mental health self-tracking agent for home
environments.

2 BACKGROUND AND RELATED WORK

2.1 Mental Health Self-Tracking with
Experience Sampling

Existing self-tracking technologies have observed mental health
states such as emotions, depression, anxiety, and stress [12, 31,
55], using two methods: self-reporting and automatic sensing [28].
Self-reporting is a user-driven method used for recording such
states through one-time or periodic surveys. Automatic sensing is
a method used for recording such data by collecting sensor data on
behavioral indicators (e.g., sleep duration, movement, and activity)
and physiological indicators (e.g., heart rate and skin conductance).

The ESM is commonly considered a self-reporting method. ESM
is a naturalistic method for collecting user data in various daily
life situations by requesting self-reported user states at regular
intervals [13]. Collecting self-reported data through ESM offers
several advantages. First, ESM allowed us to observe changes in
mental health states. Such states are subject to fluctuations due to
various factors such as the time of day and external factors [53].
Therefore, we must monitor states periodically on a daily or hourly
basis rather than through one-time observations [53]. Consequently,
when ESM is used for self-tracking, users can observe changes in
their mental health, thereby enhancing their understanding of it.
Recall bias poses a significant issue in self-reporting approaches
because users may not accurately remember past events or emo-
tions. Second, ESM minimizes recall bias by capturing data close
to the actual mental health status [51], as it prompts users to com-
plete surveys immediately when requested. Finally, ESM allows
users to record contextual information, helping them gain insights
into their mental health status and enhance their understanding of
themselves [1, 53].

2.2 Interaction Techniques for Experience
Sampling

ESM is commonly performed on mobile and wearable devices (e.g.,
smartphones [52, 56] and smartwatches [7, 25]). However, such
devices are limited to performing ESM in the home environment
because users may not always carry such devices on their arm’s
reach [14]. In addition, some groups of users tend to wear wearables
less often at home than in other locations such as the workplace [21].
Therefore, mobile and wearable devices are less suitable for self-
tracking in home environments. Alternative, smart-speaker-based
ESM is becoming a popular tool for mental health tracking in home
settings.

Recently, smart speakers have been widely used in home set-
tings [6]. They are commonly placed at convenient locations in
the home (e.g., living room or bedside) to interact with their users.
Therefore, they have numerous opportunities to interact naturally
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with their users when they enter the radius of the smart speaker
during their daily activities. They can also increase user engage-
ment by providing a natural conversational experience similar to
interacting with a person [58]. Based on these advantages, sev-
eral studies have explored ESM using smart speakers in a home
setting [57, 59]. However, these studies only explored voice-based
ESM through speakers to understand the overall user perception of
proactive smart speakers [57] or to analyze errors with voice-based
interactions [59]. In this study, we extend the existing studies on
voice-based ESM using smart speakers for multimodal interaction-
based ESM. We explored (RQ1) the overall user experience and
usability of mental health self-tracking with multimodal speakers.

2.3 Opportune Interaction Timing for Proactive
Services

The opportune timing of delivery is considered important in proac-
tive services because interrupting users at inappropriate times can
affect their ability to perform tasks [5, 62] or their emotional state
(e.g., irritability and anxiety) [2, 5, 62]. As ESM also interrupts users
several times a day to ask them to complete mental health sur-
veys, we must consider the opportune timing of ESM requests. If
users are requested to respond, they may not provide inaccurate
responses, or drop out of the user study [42]. This can significantly
impact the quality and quantity of self-tracking data. Previous re-
search identified context transitions as opportune moments that
interrupt users [3]. For example, in desktop environments, task
breakpoints [2, 20], where a user transits from one task to another,
have been strategically used as such opportune moments. In mobile
environments, activity transitions when a user transits from one
activity to another (e.g., standing, sitting, and walking) are widely
detected and leveraged as such opportune moments [15, 44]. For
instance, the transition from walking to sitting was determined
to be an appropriate moment for sending a smartphone notifica-
tion [18, 44]. Similarly, smart speakers can detect activity transition
contexts in a home setting based on IoT sensors and make ESM
requests to increase interaction opportunities. Thus, we explored
(RQ2) how user response (or compliance) rates vary across different
activity transition contexts and how users perceive each trigger

type.

2.4 Design Opportunities for Experience
Sampling with Multimodal Smart Speakers

While the smart speaker market has traditionally centered on the
voice user interface (VUI), it has recently expanded to include multi-
modal speakers that offer a graphical user interface (GUI) alongside
the VUI [35]. These multimodal speakers open new opportunities
for performing a variety of mental health self-tracking tasks with a
visual component that cannot be performed with traditional voice-
based speakers. For example, depression can be detected by using
speech features (e.g., pitch changes and speech rate) of users when
the users describe pictures on a screen [22, 27, 34]. Cognitive im-
pairment can also be diagnosed based on the semantic content
or syntactic complexity of users’ picture description [40]. Despite
these advantages, there has been a lack of consideration for de-
veloping a context-aware self-tracking system using multimodal
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smart speakers in a home environment. Therefore, this study ex-
plores (RQ3) the essential factors for the interaction design of a
multimodal speaker-based ESM system by answering the following
questions: (1) Which interaction modalities do users prefer to use,
(2) in what context do users use each interface, and (3) does the
modality preference change over time?

3 SYSTEM DESIGN

As shown in Figure 2, our system comprises three hardware com-
ponents: an IoT sensor, a smartphone, and a multimodal smart
speaker. The phone was equipped with a wide-angle camera to
capture images of the entire living space. Earphones connected to
the phone were attached to the microphone section of the speaker.
Figure 1 shows the two main parts of our system: () context-aware
ESM scheduling, and @) a multimodal ESM survey. User context
transitions have been widely utilized as opportune moments to
interact with users [2, 15, 18, 20, 43, 44]. (D The context-aware
ESM scheduling component determines opportune moments for
ESM requests by detecting user context transitions using IoT sen-
sors. (2) multimodal ESM survey allows users to respond to ESM
requests (or survey questions) through voice and touch interactions
via a multimodal smart speaker. In this section, these aspects are
reviewed in detail.

3.1 Context-Aware ESM Scheduling Using
Sensors

Detecting Context Transitions: We determined the opportune
moments for ESM requests by detecting user context transitions
using sensors. Specifically, we detected changes in one of the two
user contexts: auditory channel availability and proximity to smart
speakers. These contexts were previously identified as important
contexts relevant to opportune moments for smart speakers to
proactively interact with users at home [11]. For the sensors, we
considered CO3, camera, light, and noise. A noise sensor was used
to detect changes in the auditory/verbal channel availability. Light,
camera, and CO3 sensors were used to detect changes in human
presence (e.g., movement) near the speaker. Environmental condi-
tions (e.g., average noise levels) may vary between homes. There-
fore, four sensor-based trigger conditions were set at different
thresholds. To ensure that these thresholds accurately reflected
real-life conditions in users’ homes during the installation, we indi-
vidually calibrated the thresholds for each home as follows:

e Noise sensor: We set the trigger condition when the noise
level changed from high to low (or noisy to quiet). For exam-
ple, when a user stops watching a video, the environment
becomes quiet and ESM prompts are triggered. To set the
thresholds of the high and low levels, we played a video for 5
seconds in locations (e.g., on a bed or at a desk) where users
typically watched videos and measured the sound level in
decibels before and after the play.

o Light sensor: We set the trigger condition as when the light
level shifts from low to high (or dark to bright) to detect the
presence of a person, because a user may turn on the lights
when they enter the room where the speaker is installed. To
set the high- and low-level thresholds, we set the light levels
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Figure 2: Overall hardware configuration of the system

before and after turning off the lights in the room in which
the speaker was located.

e CO, sensor: We set the trigger condition as when the CO;
concentration level shifts from a low to a high level, as the
COg, level in the room increases rapidly owing to breathing
and activity when people are in the room. To set the high-
and low-level thresholds, we measured the CO5 level before
and after a human spoke for 30 s within a 1-meter radius of
the speaker.

e Camera sensor: We set the trigger condition to when one or
more people were detected by the camera. To monitor the
number of people in a room, we continuously processed the
images from the camera using the OpenCV library.

Triggering Algorithm and Daily Operating Hours: As shown
in Figure 4, after a minimum request interval had elapsed since the
last request, ESM surveys were requested (1: sensor-based trigger
condition) when opportune moments were determined (i.e., any
of the four sensor-based trigger conditions were met) or (2: time-
out trigger condition) when the maximum request interval had
timed out from the last request. We set the minimum and maximum

intervals to 30 min and 90 min, respectively. This configuration
enabled ESM to be requested every 60 min on average. Our trig-
gering algorithm was operated only during operation hours. For
daily operating hours, users set 10 hours of regular waking hours
(i.e., 8 am—6 pm). They can set the operating hours differently on
weekdays and weekends. When ESM surveys were requested con-
tinuously at the maximum request interval (i.e., 90 min) during a
10-hour operational period, six ESM surveys were requested per
day. If a minimum of one context transition was detected within a
day, the system requested at least six ESM surveys per day.

3.2 ESM Survey with Multimodal Smart
Speakers

ESM surveys were requested via commercial multimodal speakers
(2nd Generation Google Nest Hub). As speakers provide the survey
in both voice and visual modalities, users can choose one of them to
answer. As shown in Figure 5, our ESM task consists of four steps:
(1) start and greeting, (2) previous activity inquiry, (3) mental health
survey inquiry, and (4) picture card description. Figure 6 shows the
detailed user interfaces for each step of the conversation. In user
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the last request. Otherwise, it requests when a maximum request interval (90 min) elapses since the last request.

interfaces, visually displayed text is constantly accompanied by a
robot avatar to facilitate human-likeness in intelligent agents [48].
For designing voice interactions, we referred to existing design
guidelines [47, 59] to address well-known interaction errors. Fur-
thermore, a series of pilot and field tests were conducted to improve
the multimodal interactions of the ESM. In the following section,
we present the key interaction elements for each step.

Start and Greeting: For the beginning of the conversation, the
speaker greets the user by saying, “Hello, if you want to start the
survey, press the start button on the screen or say ‘start”” Once the
user presses the on-screen ‘start button’ (or say ‘start’), the main
part of the survey begins. By default, the Google smart speaker
stops listening to the user after 8 seconds. To address the no-speech

timeout issue, we implemented a method of starting the survey by
tapping the start button on the screen.

Activity inquiry: Next, to capture the user’s context, the speaker
asks about the user’s activity before the conversation with the
speaker by saying, “Please describe the activity you were engaged
in just before the survey” Users can answer the question verbally.

Mental health survey: Next, the speaker asked the user to self-
report their health states on four mental health scales, as shown in
Table 1: depression, anxiety disorders, stress, and mood states. These
scales were considered because depression and anxiety disorders are
the most common mental health illnesses [19], mood instability is a
common symptom associated with mental illnesses [46], and stress
can affect physical health or be a major contributor to mental health
illnesses [16, 38]. The survey items (or questions) were presented
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to the user in audio and text formats (for example, “In the last
1-2 hours, how nervous, anxious, or impatient have you felt?” [0-
3 points]). Each question can be answered either verbally (e.g.,
speaking) or manually (e.g., touching).

Picture description: In these studies, in addition to mental
health surveys, we considered picture description tasks. For the
diagnosis of mental health diseases, picture description tasks have
been widely utilized to collect and analyze the language and vocal
characteristics (e.g., pitch changes and speech rate) of individuals
during the tasks [22, 27, 33, 34]. For the description tasks, we used
images of cards from the Dixit card game. These images depict
various scenarios. In the game, players create sentences based on
images. Similarly, in our study, the users were asked to verbally
describe an image displayed on a speaker screen. The Dixit game of-
fers an extensive collection of cards, allowing our system to present
different images of ESM requests throughout the day. This variety
was a key factor in choosing images from the Dixit game for the
description tasks.

In this step, the speaker says, “Please describe the picture card
in 1-2 sentences.” Simultaneously, the screen shows the text, “Press
the ‘RESPOND button’ or say ‘RESPOND’ to describe” As the users
needed time to observe the picture, we implemented a method for
them to press the response button on the right side of the screen
to start the voice description when they were ready. As mentioned
earlier, after 8 s of user response, the speaker stops listening and
turns off the microphone (i.e., no-speech timeout). Consequently,

if they take a short pause or hesitate, they may not be able to
complete their verbal responses. Accordingly, the system offered
two response opportunities.

After the first response, the speaker said, “If you could not finish
your answer, please continue” If additional answers were required,
the user could continue to describe the picture. If they have already
completed their explanation, they can end their survey by saying
“No. Finally, the speaker thanks the user and exits the program.

All user responses are stored as text in Google Cloud Storage.
Additionally, if a participant responded for the second time, the
second response was concatenated with the initial response. For
example, if a user’s first response is “A girl is staring at something”
and the second response is “And she’s holding a candle,” the final
stored response would be stored as “A girl is staring at something +
And she’s holding a candle”

4 FIELD STUDY METHODS

We conducted a field study that was approved by the ethical review
board of our institute. This section describes the participants, study
procedures, a data overview, and activity categorization.

4.1 Participants

We recruited 20 participants (10 females and 10 males; average
age, 27 years) by posting online and offline announcement posters.
Our recruitment criteria included people (1) who were diagnosed
with at least mild depression (a score of 5 or higher), (2) who had
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Related mental illnesses Survey questions

References

Over the 1-2 hours before the survey, how often have you been bothered by the following problems?

1. Little interest or pleasure in doing things

Depression

2. Feeling down, depressed or hopeless

0) Not at all 1) Slightly 2) Frequently 3) Very frequently

PHOQ-2 [49]

0) Not at all 1) Slightly 2) Frequently 3) Very frequently

Over the 1-2 hours before the survey, how often have you been bothered by the following problems?

3. Feeling nervous, anxious, or on edge

Anxiety disorders

4. Not being able to stop or control worrying

0) Not at all 1) Slightly disturbed 2) Frequently disturbed 3) Very frequently disturbed

GAD-2 [50]

0) Not at all 1) Slightly disturbed 2) Frequently disturbed 3) Very frequently disturbed

5. Over the 1-2 hours before the survey, what was your stress level?

Stress

[24]

1) Very Low 2) Low 3) Medium 4) High 5) Very High

6. Over the 1-2 hours before the survey, how was your feeling?

Mood

[24]

1) Very bad 2) Bad 3) Neither bad nor good 4) Good 5) Very Good

Table 1: Mental health questionnaires for measuring depression, anxiety, stress, and mood.

private spaces at home or were single-person households, and (3)
who spent a minimum of 5 hours daily in their room, excluding
sleep time. To screen for depression severity, we used the PHQ-9
questionnaire [49]. The mean PHQ-9 score was 9.45 (SD, 4.6). The
distribution of participants according to their depression severity
levels [45] was as follows: No depression (1-4 points), n=0; mild
depression (5-9 points), n=12; moderate depression (10-19 points),
n=7; and severe depression (20-27 points), n=1.

Criterion 2 was considered because, when using a camera for
person detection, it was challenging to distinguish whether the
detected person was a participant or not. Among the participants,
17 lived alone, and the remaining three lived with others. Fourteen
participants resided in studio apartments or dormitory rooms, four
were in two-bedroom residences, and the remaining two were living
in houses. Finally, Criterion 3 was considered to ensure that the
participants responded to the survey a minimum of five times a
day. Participants who completed the entire field study process and
achieved the required survey response rate were compensated with
400,000 KRW (approximately 300 USD).

4.2 Procedures

We conducted a four-week field study. Before this study, we asked
the participants to watch an instructional video of the study (e.g.,
a general overview, a list of data collected, and the objectives of
the study). For the mental health survey, the participants were in-
structed to consider their mental health status in the last 1-2 hours.
For picture card descriptions, the participants were asked to respond
to 1-2 complete sentences. Next, we visited each participant’s house
to set up an ESM device. The devices were installed in locations
that offered a view of the entire personal space, such as desks, in
accordance with the participants’ preferences. We also installed

a Wi-Fi tracking application on a smartphone. The app periodi-
cally collects Wi-Fi signals (e.g., network name and signal strength)
around the phones. We later used the collected Wi-Fi signals to
detect the user’s home presence. Four weeks post-installation, par-
ticipants were instructed to complete ESM surveys five times daily.
Weekly reminders were sent via instant messages to those with
lower participation rates to encourage consistent engagement.

After the four-week field study, we collected the devices and
conducted post-surveys and interviews. The interviews lasted for
approximately one hour. In the post-surveys, we asked about sys-
tem usability using the usefulness, satisfaction, and ease of use
(USE) questionnaire [36]. During the interviews, we asked about
the overall user experience. We recorded and transcribed the in-
terviews and conducted a thematic analysis [8]. We initially coded
user responses without predefined criteria. After the initial coding,
we iteratively reviewed and refined the code, merged similar code,
and named the themes. This process was repeated until a consensus
was reached.

4.3 Types of Collected Data

Three types of data were collected, as listed in Table 2. First, we col-
lected user-speaker conversation data using multimodal speakers.
These data contained the trigger type (i.e., sensor-based or timeout
trigger condition), responses for activity inquiry, mental health
survey, picture card description task, and the time spent for each
response. Next, we collected IoT sensor values, such as the number
of people near speakers, levels of noise, brightness, and CO2, at
one-second intervals. Finally, we collected the Wi-Fi signal data
from our Wi-Fi tracking application. Even when a participant was
not at home, our speaker requested an ESM survey and recorded
the user-speaker conversation data. Thus, Wi-Fi signal data were
collected to filter data corresponding to the time when the user
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Figure 7: Photos of installed smart speakers: The system was installed in places such as desks and bedsides, where the wide-angle
cameras of the mobile phone can scan the entire room and users feel comfortable interacting,.

was at home. We first extracted home Wi-Fi networks from the
Wi-Fi signal data by selecting the three most frequently detected
Wi-Fi networks during early morning hours (12 AM to 6 AM). We
presumed these to represent the users’ home Wi-Fi networks, as
people are mostly at home early in the morning. Based on the se-
lected Wi-Fi networks, we extracted the time of day when each
user was at home and selected only the data collected during that
time period for further analysis. Through this process, 3,863 ESM
cases were selected from the original dataset. Among these, 2,201
ESM surveys were completed, while 1,662 remained unanswered.

4.4 Activity Categorization

Based on user responses in the activity inquiry step, we catego-
rized activities before user engagement in the mental health survey,
using affinity diagrams. We first created a taxonomy for activity
categorization by performing affinity diagramming and identified
12 activity categories. These categories include using media, rest-
ing, doing chores, sleeping, and social interactions, as shown in
Table 3. Next, the two researchers individually reviewed and classi-
fied 2,201 responses into categories. Cohen’s kappa value [39] (k =
.97) showed a high agreement between their classification results.
Disagreements were resolved through discussions.

4.5 Statistical Analysis

We conducted a series of multilevel logistic regression analyses,
along with the final statistical analysis. For the multilevel logistic
regression analysis, while the dependent variable and fixed effects
were varied for each analysis; their details can be found in the corre-
sponding sections. To account for the non-independence of the data,
we included participants as a random effect. As a summary statis-
tic to quantify the goodness-of-fit, we presented marginal R? and
conditional R? [41]. The marginal R? shows variance explained by
fixed factors, whereas the conditional R? shows variance explained
by both fixed and random effects. For the final statistical analysis,
we used repeated measures analysis of variance (ANOVA) for our

statistical analysis, detailing the variables in the corresponding
section.

5 RESULTS ON USER EXPERIENCES OF
MENTAL HEALTH SELF-TRACKING USING
MULTIMODAL SMART SPEAKERS

In this section, we first present (1) the overall user experiences of
mental health self-tracking using multimodal speakers and (2) sys-
tem usability using the USE questionnaire [36]. We then report on
(3) how users interact with multimodal speakers when performing
picture description tasks.

5.1 Overall User Experiences

In our interviews, users reported that the proactive and periodic
nature of the system helped them to gauge their mental health
status. First, these features allow them to reflect on their mental
health. P6 mentioned, “I think it was good to be able to reflect on my
mental health. It was nice to realize that my mental health was not
good during the experiment.” P18 also noted, “You don’t usually get
a chance to ask yourself these questions (related to mental health).
But every hour or two, the system asks you how you’re feeling or how
stressed you are, and it gives me more opportunities to think about
whether you’ve just gotten stressed.” These findings suggest that
our proactive self-tracking service can increase self-awareness and
self-reflection regarding mental health. Some users also mentioned
the effectiveness of proactive self-tracking. P11 said, “I liked that
the speaker spoke to me first and that I had time to reflect each time.
I also thought it would be useful if it became commercialized later.”
P12 mentioned that “I think it’s much better to ask first. If I should
start the service by myself, I might not use (the system) endlessly.”
Some users reported that the system gave them opportunities
to reflect on the circumstances or reasons for their mental health
conditions. P4 said, “It always asked me if I was stressed or depressed,
giving me a chance to think about reasons related.” P8 also noted, “It
was helpful since you could think about how and why you felt that
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Categories Data Types

Data Fields

. Mental health survey
User-speaker survey conversation data

request/response data

Types of ESM survey triggers

Users’ previous activity before surveys

Responses to mental health questionnaires and picture card description tasks

Time and timestamp for responses to each item

Response methods for each question item (voice or touch)

User id

Camera

Number of people near speakers

Smart home

environment data Environmental information

Noise level (dB)

Brightness (Ix)

CO2 (ppm)

Smartphone usage data Network and device data

Scanned Wi-Fi information (name, signal strength, etc.)

Table 2: List of collected data types during the field study.

No. Main categories Activities Ratio (%)
1 Using media Reading comics/webtoons, watching videos, listening to music, playing games and using the internet 34.0
2 Studying/Working  Studying, doing assignments, presentation preparation and working 16.8
3 Resting Relaxing and doing hobbies (knitting or playing a musical instrument) 10.7
4 Eating Having meals, snacks, drinks and alcohol 9.6
5 Sleeping Getting ready for bed and sleeping 3.6
6 Doing chores Cleaning, washing dishes, taking out the trash, cooking, doing laundry and meal preparation 5.2
7 Leaving/Returning Getting ready to go out, returning to home and entering a room 4.3
8 Social interactions Having conversations, calls or messaging and using social media 4.1
9 Personal hygiene Doing a shower, washing your face or hands, brushing teeth, getting ready for a shower, combing hair, clipping nails 3.4
10  Miscellaneous Unknown, etc. 3.6
11 Self-caring Makeup, skincare, cutting nails and hair drying 24
12 Working out Stretching and doing exercise 23

Table 3: Previous Activity Category. 12 previous activity categories were extracted from the affinity diagramming process.

emotion while answering.” Some users found the survey process to
be emotionally beneficial as it helped them release their emotions
and refresh their mood. P11 mentioned that “I have a very stressful
life, and it was very nice to have a system that helps me to reflect on
myself like this every time.” P19 commented, “Before, I had no idea
about my moods. But when I got a chance to think about it (through
the survey), I was like, 1 see ... what was happening’ and could relieve
negative emotions.”

Users generally agreed that the multimodal interactions were en-
gaging. As discussed later, they predominantly used touch screens
to answer ESM. However, the speaker verbally asking questions
along with the screen display made the speaker feel like a person,
allowing for a sense of connection and increasing immersion when
responding to a series of survey questions. P6 mentioned, “The
speaker said hello to me and asked me about my mental health peri-
odically. I felt like someone cared about my condition. So I couldn’t
ignore the speakers like other system notifications.” and P12 said, “I

was more focused on the question because the speaker asked questions
verbally. Also, there’s only one question on the screen. It makes me
concentrate on each question.” Furthermore, a speaker’s avatar and
random ESM timing were considered additional human-like factors.
P13 said, “I felt like it’s a person because the timing was not exactly
regular. It’s usually unpredictable when someone will contact you. So,
the timing of the speaker talking to me made me feel like a person.”

Users negatively evaluated machine-like interaction styles, such
as repeating the same surveys without any tone or content varia-
tions or a lack of feedback. The users became bored by repeating
the same questionnaire. P13 mentioned, “It’s annoying that there
are a lot of repeated questions.” P15 said, “The questions and pictures
are repeated over and over again. As the experiment progressed, I
felt bored because the system became more habitual and predictable.”
Besides, P7 mentioned, “I think it was annoying to keep asking the
same questions over and over again. So, there was a decrease in the
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sincerity of responses.” This suggests that boredom can affect the
quality and quantity of the data collected through self-tracking.

Our users were generally less concerned with collecting the sen-
sor and interaction data associated with self-tracking. Participants
only expressed privacy concerns regarding camera data collection,
despite assurances that the system only counted people and did not
store images. P3 noted, “The camera is capturing the whole room,
so even though it doesn’t save photos, it’s kind of creepy.” Similarly,
P5 said, “Other than the data collected through the camera, I wasn’t
too worried that much. I know that no photos or videos are recorded.
But just the fact that the camera was installed made me feel a little
creepy.” P4, P12, and P18-P20 mentioned that they coped with such
privacy concerns by moving to a different area or covering their
camera during sensitive moments.

5.2 Usability of Context-Aware ESM with
Multimodal Smart Speakers

To evaluate the usability, users rated our systems from three per-
spectives: Ease of Use, Ease of Learning, and Satisfaction (USE
questionnaires; 1 = completely disagree to 7 = completely agree).
Overall, users positively assessed the system (M = 5.05, SD = 0.43).
The ease of learning (M = 6.44, SD = 0.09) was significantly higher
than the other factors. Most users rated the system as easy to learn
and remembered how to use it. In the interviews, most users found
the voice prompts and on-screen content organization to be intu-
itive and simple, making it easy to learn how to use them. P2 noted
that “Voice prompts and on-screen text are intuitive.” P6 commented,
“The way of answering by touching the screen or voice is very simple
and repetitive, so it is easy to learn (how to use) after a day or two
days of use.”

Compared to ease of learning, satisfaction (M = 4.07, SD = 0.53)
and ease of use (M = 4.64, SD = 0.9) were lower. Users reported that
system errors such as touch malfunctions and voice recognition
issues hindered their ease of use. P12 said, “Sometimes I saw the
speaker misrecognize what I was saying through the screen. So I had
to go back to the previous screen and answer again. So I don’t think
it’s easy to use.” They also reported that system errors reduced
satisfaction. P20 noted that “There were times when the screen didn’t
come up, or (the survey program) restarted again after answering
a question.” There were also cases where the survey program did
not run because of an error in Google’s voice recognition; that
is, Google Assistant misunderstood our wake-up command and
executed the wrong commands. P6 noted, “Sometimes, the survey
program didn’t come out (from the speaker) right away, but other
unrelated contents like novels came out.” P10 said, “Sometimes, Google
search results came out (when the ESM survey was triggered).” Such
errors are attributed to Google Assistant misunderstanding the
wake-up commands.

5.3 Picture Card Description Task

In the picture description task, participants were given two op-
portunities to describe a picture card. We explored whether these
opportunities were sufficient to capture the full responses of the
participants. Of the 2,201 responses, 899 were answered twice. Out
of these 899 responses, 296 were cases where they simply indicated
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completion with phrases like “I'm done” or “Completed.” The re-
maining 603 responses either added more information that they
had not mentioned initially or corrected their first responses. In
this regard, P11 commented, ‘T was able to tell the speaker more
information about the picture because it asked me twice. I used this
function often.” P1 said, “Having an opportunity to repeat or clarify
my statement was helpful when the speaker sometimes misrecognized
what I said.”

6 RESULTS ON RESPONSE RATES AND USER
PERCEPTION OF CONTEXT-AWARE ESM
REQUESTS

In this section, we first analyze the response rates (or compliance
rates) for context-aware ESM requests, followed by user perceptions
of the contexts in which ESM prompts were requested.

6.1 ESM Response Rates

Overview: During the entire field study period, ESM surveys were
requested 193 times per user (SD = 57), with an average of 110
responses (SD = 30). Figure 8 shows the number of ESM surveys to
which each user responded or did not respond.

Response rates across trigger conditions: Next, we analyzed the
ESM response rates across trigger conditions. The response rates
were calculated by dividing the total number of responses per con-
dition by the total number of requests. As shown in Table 4, all
conditions except for the noise sensor had over 100 responses. In
addition, all sensor-based conditions had higher response rates than
the time-out trigger condition (i.e., the maximum request interval
elapsed).

Response rates across time periods of the day: Next, we analyzed
the response rates across different periods of the day, separated by
6-hour intervals: dawn (2:00 AM to 7:59 AM), morning (8:00 AM
to 1:59 PM), afternoon (2:00 PM to 7:59 PM), and night (8:00 PM to
1:59 AM). As shown in Table 5, consistent with the findings of a
previous study [11], the response rates were lower in the morning
(52.3%). However, response rates were higher in the afternoon and
at night (55.3% and 62.4%, respectively).

Statistical comparisons: Finally, as shown in Table 6, we statis-
tically compared whether (1) the sensor-based trigger conditions
and (2) the time periods of the day significantly affected the users’
responses to the surveys. We included an indicator of whether or
not to respond to ESM surveys as the dependent variable, partici-
pants as a random effect, and trigger conditions and time periods
as fixed effects. The conditional R? and marginal R? were 0.203
and 0.046, respectively (for details of these metrics, see Section 4.5).
Our results showed that our participants were significantly more
likely to respond to ESM surveys in the afternoon (f=0.24, OR=1.27,
p = .01) and at night ($=0.43, OR=1.54, p < .001) compared to
the morning. In addition, they were significantly more likely to re-
spond when prompted by CO3 (=0.60, OR=1.80, p < .001), human
presence (the number of people) (#=0.92, OR=2.52, p < .001), and
light (f=1.24, OR=3.44, p < .001) sensor-based conditions than the
time-out conditions. However, the noise sensor-based conditions
were not statistically significant. This could be due to the lower
number of trigger attempts (n=21) compared to the other trigger
conditions.
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Figure 8: Number of responded and non-responded surveys. Over the course of the entire field study, an average of approximately
193 (SD: 57) ESM surveys were requested, and users responded an average of 110 (SD: 30) times.

Trigger type Num. responses Num. requests Response rate
Maximum time interval 1,502 2,815 53.4%
CO2 164 272 60.3%
Human 364 549 66.3%
Light 157 206 76.2%
Noise 14 21 66.7%
Total 2,201 3,863 57.0%

Table 4: Number of ESM responses, requests, and response rates by survey trigger type. On average, users showed 57.0% of
response rate. A total of 3,863 ESM responses were requested, and 20 users responded to the survey a total of 2,201 times.

Time of day Num. responses Num. requests Response rate
Dawn (2:00~7:59) 35 64 54.7%
Morning (8:00~13:59) 549 1049 52.3%
Afternoon (14:00~19:59) 767 1388 55.3%
Night (20:00~01:59) 850 1362 62.4%
Total 2,201 3,863 57.0%

Table 5: Number of ESM responses, requests, and response rates by time of day.

6.2 User Perception of Trigger Conditions

To understand how users perceived sensor-based trigger conditions,
in our post-interviews, we asked in what context they thought the
ESM surveys were requested. Users generally recognized light-
based (eight users: P1, P5, P8, P9, P12, P15, P16, and P19) or camera-
based trigger conditions (five users: P4, P6, P16, P17, and P18).
However, they are less aware of other types of sensor-based trigger
conditions. The lower response to noise sensor prompts (only 21
instances) compared to CO2, light, and camera sensors could be
due to noise triggers being less frequent and CO2 changes being
less perceptible to individuals than variations in light or presence
detected by cameras.

Next, to understand the user experience (compliance), we an-
alyzed the percentage of activities that users performed across

sensor-based trigger conditions. As shown in Figure 9, overall me-
dia usage and studying/working are the most frequent activities.
For light and camera (human) conditions, doing chores, eating food,
and maintaining personal hygiene are the most common activities.
In the noise condition, social interaction appeared distinctly when
compared with that in the other conditions. For the CO; condition,
studying/working activities and eating food were more common
than for the other conditions.

In the interviews, we also asked our participants about specific
scenarios in which they did not respond to ESM surveys. Our par-
ticipants reported that they were unwilling or unable to respond
in the following situations: sleeping (five users: P1, P9, P11, P13,
P19, and P20), social interactions (four users: P2, P4, P7, and P10),
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95% CI for odds ratio

Predictors B (SE) z-statistic p-value
Lower Odds ratio Upper

(Intercept) -0.04 (0.20) -0.20 0.66 0.96 1.41 0.84
Time of day

Dawn (2:00-7:59) 0.50 (0.31) -1.61 0.90 1.64 3.00 0.11
Afternoon (14:00-19:59)  0.24 (0.09) 2.58 1.06 1.27 1.53 0.01
Night (20:00-1:59) 0.43 (0.10) 4.54 1.28 1.54 1.86 <0.001
Trigger type

CO 0.60(0.15) 3.95 1.35 1.80 2.42 <0.001
Human 0.92 (0.12) 7.98 2.01 2.52 3.16 <0.001
Light 1.24 (0.19) 6.65 2.39 3.44 4.95 <0.001
Noise 0.35 (0.49) 0.72 0.55 1.42 3.71 0.47

Table 6: Statistical analysis of the relationship between modality and previous context and time of periods using multilevel
logistic regression. Three sensor-based trigger conditions (COz, Human, and Light) and two time periods (Afternoon and Night)

were significant predictors of user responses.
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Figure 9: Distributions of previous activities across sensor-based trigger conditions. Overall, the ratios of using media, study-
ing/working, and resting activities appear prominently across all types of triggers.

and performing tasks that require high concentration (e.g., study-
ing/working or online meetings) (five users: P15, P6, P7, P12, and
P14), and being in other areas such as the restroom and kitchen. (1
participant: P12). Similar to a previous study [11], these findings
suggest that contextual factors (e.g., the cognitive load of ongoing
activities and auditory/voice availability) before engaging in proac-
tive interactions are important in determining opportune moments
for proactive smart speakers.

7 RESULS ON INTERACTION MODALITY FOR
ESM RESPONSES

In this section, we first analyze user preferences in interaction

modality selections (e.g., which modality users prefer under what

circumstances), followed by the user contexts that influence modal-

ity selections. Finally, we analyzed changes in modality selections

over time.

7.1 Interaction Modality Preferences

Users can answer multiple-choice mental health surveys (e.g., PHQ-
2 and GAD-2) in three different ways: by clicking on the screen
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(GUI), by voice (VUI), or by alternating between the two modal-
ities (MIXED). The analysis showed that most responses (93.8%,
2,065/2,201) were obtained via the GUI during self-tracking. In con-
trast, they responded via MIXED in 3.5% of the cases (76/2,201) and
via voice-only in 2.7% of the cases (60/2,201).

In our interviews, most users reported that for the multiple-
choice questionnaires, they responded via the GUI because they
had to press the start button at the beginning of the survey and look
at the picture for the card picture description tasks. Twelve users
mentioned that they preferred the GUI because of the limitations of
voice modality: (1) the necessity to wait until the speaker completes
speaking, (2) low performance in voice recognition, and (3) high
familiarity with GUI interactions. First, for the voice-only task, they
had to wait while the speaker’s guidance audio was played, and it
took an extended period to recognize the user’s voice. For example,
P4 said, ‘T usually used buttons (on the screen) because answering
with voice took a longer time. I had to listen to the whole audio of the
speaker to use the voice to answer. And the buttons were faster and
more accurate.” P10 also mentioned, ‘T wanted to complete the answer
quickly, but if I speak, speaker audio playing and voice recognition
take time. So even if I am lying in bed, when the questionnaire comes
up, I use a touch more than 90% of the time because it’s faster and
more convenient to touch.” Second, speakers often did not recognize
their voices properly, leading them to prefer responding via the
GUL P13 noted, “When I said the number ‘one’ (for voice response),
sometimes it was recognized and sometimes it wasn’t. Rather than
giving it another try, I just used touch because it was faster.” Finally,
some participants preferred using the GUI because it was a familiar
interface. For instance, P1 said, ‘I preferred the GUI because I used to
answer the survey through the GUL” P8 said, ‘I like to read books, so
I'm more familiar with text printed or displayed. Due to the intuitive
readability, (GUI) was preferred.”

Nevertheless, VUI was notably preferred, particularly when the
hands were occupied — performing tasks that required the use of
hands. P9 noted, “When I was doing something that required the
use of my hands (like doing laundry), I used the voice.” and P15 said
similarly, ‘Tused the voice when I was cooking or using the microwave,
even though I was mostly using touch.” In addition, P18 mentioned
that “Voice was used for situations that I couldn’t touch the screen,
such as changing clothes or doing makeup.” Others preferred the VUI
because it provided time to think about the question while the voice
prompts were playing (P8: ‘T think the voice prompts gave me more
time to think, so I was able to think more deeply while listening to
the voice prompts.”), or it helped them familiarize themselves with
the questionnaire content at the beginning of the period (P13: “I
preferred the prompts on the screen, but the voice prompts helped me
familiarize myself with the questionnaire content at the beginning.”)

7.2 User Contexts for Modality Preferences

Our interviews revealed a general preference for GUI, but the VUI
was preferred in scenarios where users’ hands were occupied. There-
fore, we explored which previous activities influenced users to re-
spond to ESM with their voices (VUI/MIXED) either solely or in
conjunction with GUI Figure 11 shows users’ previous activities
before answering the ESM surveys for GUI and VUI/MIXED. Re-
garding social interactions (pink box), the GUI (4.3%) was more
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frequent than the VUI/MIXED (0.7%). For doing chores (orange box)
and personal hygiene (gray box), the VUI/MIXED (10.3%) was more
frequent than GUI (3.0%).

Next, as shown in Table 7, we statistically analyzed whether
previous activities significantly affected response modality. For the
dependent variable, we included whether participants responded
via a GUI (i.e., GUI vs. VUI/MIXED), whereas the participants’ pre-
vious activities were included as a fixed effect. We examined when
GUI is used only versus response modalities that include some voice
components. The conditional and marginal R? were 0.217 and 0.069,
respectively. Our analysis shows that the participants were more
likely to respond via VUI/MIXED for doing chores ($=0.95, OR=2.58,
p < .001) and personal hygiene (f=1.42, OR=4.13, p < .001) when
compared to using media.

We further explored the proportion of doing chores and personal
hygiene across the three modality types. As shown in Figure 10,
doing chores appeared more frequently for the VUI (11.7%) and
MIXED (9.2%) than for the GUI (4.8%). Personal hygiene did not
appear for GUI, whereas it appeared in 8.3% and 11.8% of the cases
for VUI and MIXED, respectively. Given that both activities are more
likely to require both hands, this suggests that, in home settings,
users prefer VUIs or MIXED when their hands are occupied.

7.3 Changes in Modality Preferences over Time

Table 8 shows the percentage of usage of the three response in-
terfaces each week. A repeated-measures ANOVA was conducted
to examine the percentage of responses using the GUI over time.
The sphericity assumption was tested using Mauchly’s test, which
was not significant (p = .486). The result shows that there was no
significant main effect (F(3,70) = 1.038, p = .381).

Table 8 shows the percentages of usage of the three response in-
terfaces each week. We analyzed whether modality preferences
changed throughout the four-week study. Specifically, we con-
ducted a repeated-measures ANOVA with the percentage of VUI
usage as a dependent variable and the number of weeks as an
independent variable. We tested its sphericity assumption using
Mauchly’s test, and it was satisfied (p = .486). The result was
insignificant (F(3,70) = 1.038, p = .381).

Throughout the study, most participants consistently preferred
the GUL Only a few participants used the VUI or MIXED, but
eventually, by the fourth week, they shifted to the GUI This change
was influenced by the system errors encountered in the VUI and the
convenience offered by the GUL P16 said, “In the beginning, when I
didn’t know the questions, I listened to the whole guidance audio of
the speaker and answered by voice a few times. However, later on, I
already knew the questions, so I skipped the voice and proceeded to
respond by touch.”

8 DISCUSSION

We designed a mental health self-tracking system that proactively
requested ESM surveys via a multimodal smart speaker in a home
setting, and evaluated the system with 20 participants with mild
depressive symptoms. In this section, we review our major find-
ings and discuss several design considerations for sensor selection,
context-adaptation support, engaging interaction design, and sys-
tem design.
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Figure 11: Previous activities before answering the surveys for each response modality. Overall, the ratios of using media,
studying/working, and resting activities appear prominently across all types of response modalities.

Context-Aware ESM in Home Environments: We demonstrate that
user compliance (i.e., response rates) for ESM surveys can be im-
proved when users are requested in activity transition contexts. We
employed IoT sensors (e.g., CO2, light, noise, and camera sensors) to
monitor these contexts. Other IoT sensors such as vibration, motion,
and electric current sensors, can also be used to monitor activity
transition contexts. IoT sensors effectively detect user presence
in homes, bypassing the need for Bluetooth connectivity between
smart speakers and phones [57], which may not always be carried

by users. Among the IoT sensors, users are mostly concerned with
image sensors (i.e., cameras), which are used for human presence
detection. Although we informed our users that the cameras were
only used for real-time human presence detection without saving
any images, they were concerned about potential privacy risks.
This aligns with findings from prior studies on smart home pri-
vacy risks [9, 61], where users exhibited coping behaviors such as
covering up speakers during sensitive moments. To reduce privacy



Context-Aware Mental Health Self-Tracking using Multimodal Smart Speakers

CHI ’24, May 11-16, 2024, Honolulu, HI, USA

95% CI for odds ratio

Predictors B (SE) z-statistic p-value
Lower Odds ratio Upper

(Intercept) -3.08 (0.25) -12.29 0.03 0.05 0.08 <0.001
Previous Activity Contexts

Doing Chores 0.95 (0.34) -1.61 1.32 2.58 5.05  <0.001
Eating 0.24 (0.09) 0.23 0.66 1.25 2.37 0.49
Leaving/Returning ~ -0.02 (0.54) -0.04 0.34 0.98 2.82 0.97
Miscellaneous 0.91 (0.78) 1.17 0.54 248 1133 0.24
Personal Hygiene  1.42(0.36) 4.00 2.06 4.13 8.30  <0.001
Resting 0.12 (0.35) 0.34 0.57 1.13 2.22 0.73
Self-caring 0.04 (0.63) 0.07 0.31 1.05 3.58 0.94
Sleeping -0.40 (0.41) -0.95 0.30 0.67 1.53 0.34
Social Interactions  -1.89 (1.01) -1.87 0.02 0.15 1.10 0.06
Studying/Working  0.21 (0.29) 074 070 124 217 0.46
Working Out 0.35 (1.07) 0.32 0.17 1.41 11.47 0.75

Table 7: Statistical analysis of the relationship between modality and previous context using multilevel logistic regression. Two
activities (Doing Chores and Personal Hygiene) were significant predictors of VUI or MIXED.

Week1 Week2 Week3 Week4

Number of responses with the GUI interface 565 526 512 462
Number of responses with the MIXED interface 21 18 26 11
Number of responses with the VUI interface 11 19 16 14
Total number of responses in each week 597 563 554 487
GUI response rate (%) 94.6 934 92.4 94.9
MIXED+VUI response rate (%) 5.4 6.6 7.6 5.1

Table 8: Percentages of usage of three response interfaces by each week: Usage ratios of three response interfaces were shown

weekly basis.

risks, future systems may use less privacy-invasive sensors for mo-
tion detection such as passive infrared sensors or low-resolution
time-of-flight range imagers.

Context-Aware Smart Speakers for Multi-User Home Environments:
Home inherently functions as a multi-user platform that encom-
passes diverse individuals who live in or access these spaces. These
individuals include not only family members, such as partners,
parents, and children, but also roommates, guests, and household
employees. Given that this study focused on single-person house-
holds, extending it to multi-user home environments could be an
interesting direction for future work. Although our speakers fo-
cused on ambient sensing, which gathers data about the surround-
ings of smart speakers using IoT sensors, our context-aware smart
speakers can be extended to consider a user’s mobile and wear-
able devices (e.g., the integration of user-device interaction data
and sensing information). For example, integrating multimodal
wearable sensors can help recognize multi-user activities in home
environments [54]. Such considerations not only allow for a more
detailed and accurate understanding of user context but also enable
a better distinction of individual activities within a multi-user home

environment. Furthermore, mobile and wearable device monitoring
(e.g., user interaction and motion sensor data) offer new methods for
detecting diverse interaction opportunities, as shown in prior work
on multi-device-based breakpoint detection (e.g., interaction and
physical activity breakpoints) [44]. In summary, this type of con-
junction can provide diverse opportunities to interact proactively
with users in both single- and multi-user home environments.
Improving Context Awareness for Modality Selection and Adapta-
tion: Proactively requesting sensor-based ESM surveys can increase
user compliance with mental health self-tracking. However, we
also found that the users’ previous contexts determined availabil-
ity and influenced their interaction modality selection. Thus, it
may be helpful to have fine-grained activity recognition in home
contexts, beyond simple activity transition detection. Users pre-
fer voice-based responses when multitasking, such as performing
household chores or personal hygiene, because they find it difficult
to manipulate the screen with their hands. It would be helpful to
detect such user contexts using sensors and adaptively select an
appropriate response modality. For example, when a multimodal
smart speaker detects a scenario that requires using hands (e.g.,
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housework or brushing teeth), it should turn up the speaker’s voice
volume or deliver all survey content by voice such that the user
can respond to the survey.

Consideration for Engaging ESM Interaction Design: Self-tracking
helped users with self-reflection, and they generally felt comfortable
answering their health questions using multimodal agents.

Our users perceived human likeness based on voice dialogues,
speaker avatars, and randomized ESM timings. However, a mo-
notonous speaking tone and repetitive content lead to reduced
engagement. Users expressed boredom due to the constant repeti-
tion of the same questionnaires. One solution to address this issue
(e.g., improving user engagement) could be to vary the tone and
content of self-tracking ESM surveys, as in context-tailored adapta-
tions [26]. Given the importance of preserving the validity of survey
contents in ESM, we can only vary the content of greeting dialogues
or response feedback, by randomly selecting them from a database
or generating them using large language models. Another strat-
egy is to encourage self-reflection on data. Our users recognized
the value of self-reporting in understanding their mental health
conditions but also emphasized the need for visualization support
for reviewing their self-reported data. Although ESM studies have
mostly focused on collecting ecologically valid data, we should
enable participants to review their reported data to manage their
mental health. This feature can be implemented using a multimodal
speaker by allowing users to visually explore their data through a
display while interacting with the speaker.

Consideration for Systems Design: Our multi-modal speakers sup-
port multimodal interactions, but current interactions are largely
GUI-based, mainly because commercial smart speaker platforms
such as Google Assistant and Amazon Echo have a default no-
speech timeout of 8 s, which cannot be altered. Thus, we decided to
incorporate button-touching to address this limitation (e.g., prepa-
ration at the beginning or photo description stage). This implies
that users can proceed to the next step with speech input before the
timeout, but the physical button must be touched after the timeout.
Unlike chat-based conversation interactions, voice-based interac-
tions assume synchronous turn-taking in dialogue management [47],
which must be carefully considered in the ESM conversation design.
Context recognition software was implemented via a mobile phone
as a hub for connecting and processing various sensor data, and
backend storage (e.g., Google Cloud storage) was used to enable
communication with conversational agents. For local data process-
ing, we can use the Jetson Nano and Raspberry Pi 4 rather than
mobile phones for system building [57, 59]. The context-sensing
parts must be tightly synchronized with conversational interactions
if researchers aim to support timely context-adaptive conversations
in ESM.

9 CONCLUSION

Considering the need for mental health self-tracking in home set-
tings, we propose a context-aware self-tracking system with a mul-
timodal speaker that proactively requests ESM surveys by detecting
activity transitions using sensors. To evaluate the user experience
of the system, we conducted a 4-week field study with 20 partici-
pants. The results showed that proactive ESM delivery with sensing
facilitated user engagement and compliance and provided positive

Jieun Lim, Youngji Koh, Auk Kim, and Uichin Lee

self-tracking experiences. Touch-based interactions were dominant
because of their ease of input; however, voice-based interactions
occasionally occurred in multitasking scenarios. Furthermore, we
discuss several practical design considerations, such as sensor selec-
tion, context adaptation, and interaction design. Our work demon-
strates the feasibility of leveraging multimodal smart speakers and
home IoT sensing to enable context-aware self-tracking of mental
health. We encourage researchers and practitioners to utilize this
innovative platform for advancing clinical research and developing
new service designs, opening new avenues in mental health.
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