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Abstract
Nowadays, it’s possible to deliver interventions through mobile
technologies to improve users’ mental and physical health. Causal
analysis may help researchers identify the potential causes of the
health issues and design proper interventions. However, in previous
studies, causal analysis is mainly conducted between single sensor
data features such as walking activity duration and perceived stress.
There is a lack of research into causal analysis between more com-
plicated behavior features which could be derived from multiple
sensor features and target well-being labels. To address this gap,
we propose CausalCFF, a framework that investigates causal re-
lationships between contextually filtered behavioral features (e.g.,
walking duration at workplace locations) and well-being outcomes
(e.g., stress). Our analysis identifies frequent workplace visits dur-
ing periods of reduced home time as the most salient cause for
elevated stress levels, highlighting the framework’s ability to target
context-specific behavioral biomarkers for human well-being. The
code is also made available1.

CCS Concepts
•Human-centered computing→Ubiquitous andmobile com-
puting; • Applied computing → Health informatics; • Comput-
ing methodologies → Causal reasoning and diagnostics.
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1 Introduction and Background
Mobile technology has revolutionized personal health manage-
ment, enabling data-driven interventions that support users in
understanding and improving their physical and mental well-
being [5, 10, 13, 18, 23]. Central to these interventions is the ability
to uncover causal relationships between users’ behaviors, contexts,
and health outcomes, which is critical for designing effective health
interventions.

Previous studies have highlighted the importance of examining
these relationships to better support users in self-reflection and
behavior change. For instance, Mehrotra et al. [16] explored how
mobile phone interactions influence emotional states by conducting
correlational and causal analyses. Similarly, Kim et al. [11] leveraged
correlational insights to help college students reflect on their mental
health, providing feedback such as “When your stress level is high,
you stay home all day.” Jung et al. [8] extended this approach by
applying causal inference methods to observational mobile data,
enabling users to rigorously investigate which contexts are causally
linked to their stress levels. For example, their approach identified
whether the ‘class-taking’ activity causes increased stress while
controlling for external confounding factors such as locations, social
settings, and time. Building on this foundation, our study focuses on
investigating the factors that cause stress—one of themost prevalent
mental health challenges in modern society—using mobile data and
a novel causal analysis approach.

In the Ubiquitous Computing and Human-Computer Interac-
tion domains, researchers have explored various causal analysis
methods to understand how observational mobile sensor data can
reveal insights into human well-being. Tsapeli et al. [25] proposed
a quasi-experimental approach usingmatching techniques to exam-
ine causal relationships between time spent in different locations
and students’ stress levels. Jung et al.[9] further summarized a
matching-based causal analysis pipeline for exploring causal rela-
tionships in human behaviors and contexts.
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Beyond matching-based approaches, Berkel et al. [26] introduced
‘Convergent Cross Mapping (CCM),’ a method first developed in
environmental studies [22], to analyze causal dynamics in human
behavior. CCM is grounded in Taken’s theorem [24], which posits
that in dynamic systems, if variable 𝑋 causes variable 𝑌 , 𝑋 ’s in-
formation is included in 𝑌 , allowing 𝑋 to be reconstructed using
𝑌 . Unlike matching-based methods, CCM does not focus on esti-
mating the average treatment effect (ATE) but instead reconstructs
causal relationships by leveraging embedded information in dy-
namic systems [7]. Sarsenbayeva et al. [20] applied CCM to examine
the causal relationships between smartphone usage and emotions,
highlighting its potential to uncover complex, non-linear relation-
ships in human behavior.

Despite these advances, analyzing causal relationships remains
challenging due to the complexity of human behavior and context.
Most previous studies have focused on single behavioral or contex-
tual features (e.g., activities or locations) to assess their impact on
mental or physical health. However, such analyses may overlook
the fact that real-world situations are influenced by combinations
of multiple features. For instance, phone usage alone may not gen-
erally increase or decrease stress, but the same activity in certain
contexts (e.g., office) might have a significant effect.

To address these limitations, we propose combining association
rule mining with the causal analysis method. Association rule min-
ing can analyzemultiple raw sensor data features to extract complex
behavior patterns from mobile sensor data [27]. Behavior rules are
expressed in the form of consequent | antecedent, where the ‘an-
tecedent’ represents the condition or context, and the ‘consequent’
indicates the resulting behavior. Using these rules, ‘contextually
filtered features’ are defined as the mean and standard deviation
of the consequent feature given the antecedent. This approach has
demonstrated effectiveness in predicting outcomes such as depres-
sion and user receptivity [1, 27]. For instance, if the rule “walking
activity duration = high (consequent) | location = office (antecedent)”
is identified as a frequent pattern with high lift, the respective con-
textually filtered features can be derived by calculating the mean
duration of walking activity when the location is the office.

While sequential rule mining [14] could also be applied to ex-
tract human behavior features by considering temporal order, this
paper focuses on contextually filtered features for simplicity. This
approach serves as an initial step toward conducting causal analy-
sis on complex behavior patterns derived from single sensor data
features.

2 Method
2.1 Dataset
We utilize an open dataset from a recent study on understand-
ing causal relationships between contextual factors and perceived
stress [8]. This dataset comprises smartphone data, including GPS,
physical activity (Activity Recognition APIs), app usage records
(Usage Event APIs) and self-reported perceived stress levels on a
5-point Likert scale. Stress labels are gathered using the Experience
Sampling Method at intervals of at least 30 minutes. Overall, data
are collected from 24 university students over six weeks. We choose
this dataset because it includes key features of interest that may be

associated with stress. Further details of the dataset can be found
at: https://github.com/Kaist-ICLab/DeepStress_Dataset/

In this pilot study, we utilize location, physical activity, and app
usage data for behavior feature extraction for all users. The stress
label distribution of this dataset is shown in the following Figure 1.

Figure 1: Stress Label Distribution for the DeepStress Dataset

2.2 Data Analysis Pipeline for CausalCFF
Framework

2.2.1 Data preprocessing & feature extraction. To ensure the in-
terpretability of the contextually filtered extracted features, we
consider only interpretable single sensor data features as candi-
dates. For example, instead of adopting all the possible numeric
features of social app usage durations within a time window, we
might simply retain their total sum, thereby discarding the skew-
ness of the distribution of app usage durations.

As for location data, we calculate the haversine distance between
consecutive GPS recordings and cluster the GPS data for each user
using POI clustering [17]. The clusters are labeled using seman-
tic labels (home, work, labels returned by Google Maps API, and
none) [25, 28]. Home and work clusters are first labeled mainly
considering the time spent at those locations. Rest of the clusters
are labeled using Google Maps places API. As for app usage data,
we recategorize apps into predefined categories and calculate app
usage duration for each category [21]. As for physical activity data,
duration for each physical activity type is calculated based on the
physical activity transition events. Specifically, the durations are
calculated based on transition events such as enter_walking and en-
ter_sitting, and their timestamps accordingly. The detailed feature
design can be found in Table 1.

As for missing data handling, missing numeric data are imputed
using the mean value, while missing categorical data are filled using
forward filling.

2.2.2 Feature Preparation. In order to analyze causal relationships
between contextually filtered features and stress labels, there should
be more than one context for each stress label so that contextually
filtered features can be derived. Therefore, we adopt the approach
proposed by Alikhanov et al. [1], using a full time window of 160
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Table 1: Feature Design

Data Types Features Semantic Meaning

App Usage ‘APP_DUR_TYPE#SUM’, ‘APP_CAT#SUP:TYPE’
(‘TYPE’ denotes app types)

Duration and support/count of app usage for each type.
The app usage types include social, system, work, entertainment, information, and health.

Physical Activity ‘ACT_DUR_TYPE#SUM’
(’TYPE’ denotes physical activity types)

Duration of physical activity for each type.
The physical activity types include walking, still, in vehicle, on bicycle, and running.

Location
‘LOC_DUR_TYPE#SUM’,
‘LOC_LABEL#SUP:TYPE’
(‘TYPE’ denotes location label types)

Duration and support/count of staying in different types of locations.
The location label types include social, none (on the way between locations), work, eating, home, and gym.

minutes and dividing it into 8 sub-time windows to extract features.
This ensures that each sub-time window contains sufficient sensor
data and that the full time window captures enough contextual
variation for each stress label. As shown in the following Figure
2, before each stress label timestamp, we divide 160 minutes full
time windows into 8 sub time windows so that there are enough
variations of different contexts for the stress label.

Figure 2: Time Window Setting

Before association rule mining, the features are categorized into
three levels including low (l), medium (m), and high (h) based on
quantile thresholds 33% and 66%. A transaction list is then con-
structed using the categorized features.

2.2.3 Association Rule Mining and Contextually Filtered Feature
Extraction. The next step involves applying association rule mining
to identify the most frequent patterns of routine behavior. To ensure
the derived behavior features are generalizable across users, we
utilize the entire dataset encompassing all users for behavior feature
extraction. This approach is critical because relying on individual
user data for behavior feature extraction could result in personalized
behavior features specific to each user. Such personalization would
hinder our ability to establish a generalized causal relationship
between behavior features and stress labels. By using collective data,
we aim to uncover broader patterns representative of the population,
thereby enabling more robust and generalizable insights.

To limit the number of possible rules, we apply the following
criteria: we retain a rule only if its support is above 0.3, its confi-
dence is above 0.8, and the length of both the antecedent and the
consequent is fewer than 5 items. Support above 0.3 ensures the
rule is applicable to more than 30% of the data, making it statis-
tically significant, while confidence above 0.8 ensures the rule is
accurate more than 80% of the time when the antecedent occurs,
providing reliability. Our intial threshold selection is guided by
Alikhanov et al.’s work [1]. Besides, we experiment with various
support thresholds [0.1, 0.2, 0.3, 0.4, 0.5] and confidence thresholds
[0.2, 0.4, 0.6, 0.8]. Ultimately, the thresholds are finalized to achieve

a balance between rule frequency, relevance, and the total num-
ber of extracted rules. For better interpretability, we further filter
out rules if their consequent length exceeds 1. For example, we re-
tain ‘walking activity duration when location is office,’ but exclude
‘walking activity duration and entertainment app usage duration
when location is office.’ The final top features are selected based on
their lift values[1]. Lift helps identify significant behavioral asso-
ciations in human routines by comparing observed and expected
co-occurrence frequencies, filtering out random coincidences.

Based on the top rules selected, contextually filtered features can
be extracted as shown in the following Figure 3 given the rule heart
rate | sitting activity. As shown in the example, among the eight
sub time windows, we focus exclusively on those where the context
is sitting. For these specific windows, we calculate the mean and
standard deviation of the heart rates.

Figure 3: Extraction of Contextually Filtered Features

2.2.4 Causal Analysis. For the causal analysis, we adopt a user-
specific approach due to the potential personalization of causal
relationships across users. Specifically, we conduct causal analy-
sis individually for each user using CCM, implemented via the
causal-ccm package [3]. The causal strength is quantified by com-
puting the correlation between the reconstructed 𝑋 (derived from
𝑌 ) and the actual 𝑋 . This approach is based on the assumption
that 𝑋 causally influences 𝑌 , as supported by Takens’ theorem [24].
Only correlations that were statistically significant (𝑝 < 0.05) are
included in the overall causality correlation calculation. For each
user, the causality correlation is computed individually, and the
results are aggregated by calculating the mean causality correlation
across all users. This method ensures a robust and generalized un-
derstanding of the causal relationships while effectively accounting
for individual variability.
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Figure 4: Causal Analysis Results

3 Results
The top 20 contextually filtered features that cause stress for all the
users can be found in Figure 4. These features were named before
the ‘|’ is the feature while after it is the context condition.

As shown in Figure 4, regardless of the context, the top 20 con-
textually filtered features that cause stress predominantly include
workplace visit count, home visit count, and social app usage count.
In particular, the top contextually filtered feature associated with
stress is Average Workplace Visit Count | Time At Home (low scale).
This finding aligns well with our earlier assumption that human
behavior is more complex than what can be captured by a single
feature. Even when derived from the same sensor (e.g., GPS data),
contextually filtered feature extraction allows us to generate more
nuanced representations of user behavior. As for human behavior
understanding, this feature suggests that long work hours, com-
bined with limited time at home, may lead to stress.

In the top 20 contextually filtered features, we also observe sev-
eral multi-modal ones, incorporating data from multiple sensors.
For instance, the eighth highest contextually filtered feature, Aver-
age Home Visit Count | Social App Usage Count and Running Duration
(medium scale), suggests that the frequency of home visits—when
coupled with moderate running duration and moderate social app
usage—may be associated with higher stress for certain users. These
findings align with our research objective of identifying high-level
context-specific factors influencing users’ stress levels. Such in-
sights can empower researchers in the health behavior change
field to design more effective context-aware interventions. By un-
derstanding these contextual triggers, we can tailor interventions
to specific situations, enabling more personalized and impactful
support for users.

Furthermore, the causal relationships demonstrate significant
personalization across users, as depicted in Figure 5. Specifically, for

the top feature—workplace visit count given the low time spent at
home—only 9 out of 24 users exhibit a significant causal relationship
between this feature and stress levels. This variability highlights the
critical need to account for individual differences when analyzing
causal relationships in behavioral data.

4 Discussion
In this study, we proposed CausalCFF, a novel approach to un-
cover causal relationships from observational mobile sensor data
by integrating association rule mining and causal analysis. This
approach effectively identified stress-inducing factors in the form
of contextually filtered features, enabling the pinpointing of direct
contributors to stress in scenarios where multiple contextual fac-
tors coexist and interact. By eliminating the need to manually test
a large number of contextual combinations, this method reduces
the cognitive burden associated with identifying stressors. Given
the repetitive nature of daily routines and recurring contexts, the
contextually filtered features identified through this approach can
be analyzed and delivered proactively. Providing these insights in
advance can enable users to better manage their stress by avoiding
specific contexts or planning appropriate coping strategies. Below,
we discuss additional considerations for applying our approach in
real-world settings.

4.1 Unveiling Insights into Contextual Features
and Stress

As shown in Figure 4, most of the top-ranked contextually filtered
features are related to workplace/home visit frequencies and so-
cial app usage durations within specific contexts. In particular,
the highest-ranked feature suggests that frequent workplace visits,
combined with limited time at home, may lead to elevated stress
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Figure 5: Causality Correlation for Top Feature Across Users

levels. While intuitive, this finding should be interpreted with con-
sideration of individual and contextual factors.

For instance, frequent workplace visits may increase stress for
some due to environmental demands, while others might find such
visits engaging or routine. Similarly, limited time at home might not
inherently lead to stress if the quality of time spent at home (e.g.,
restful activities or family interactions) provides sufficient recovery.
These variations highlight the importance of understanding indi-
vidual differences and uncovering more specific, hidden contextual
factors that may influence these relationships.

The role of social app usage also merits closer investigation, as its
effects on stress may vary depending on the app’s purpose, intensity
of interactions, and the context of its use. Further research should
employ mixed methods, such as longitudinal tracking and qualita-
tive studies, to explore how these contextual dynamics influence
stress over time.

4.2 Designing Personalized Interventions with
CausalCFF

In the domain of health behavior change, designing effective inter-
ventions requires balancing theoretical foundations with empiri-
cal evidence. Traditional approaches grounded in domain knowl-
edge, such as the Transtheoretical Model and Social Cognitive The-
ory [2, 19], provide valuable insights into behavior change processes
but may lack the flexibility to address the complexities of individ-
ual contexts. Conversely, data-driven approaches leverage patterns
from large-scale datasets, uncovering actionable insights and causal
relationships that can guide personalized interventions.

Our proposedCausalCFFmethod builds on this data-driven par-
adigm by uncovering causal relationships specific to user contexts,
enabling interventions that dynamically adapt to shifting behav-
ior patterns and contextual changes. This adaptability is crucial
in addressing the multifaceted nature of human behavior, where

stressors often vary with contextual factors [12]. By integrating con-
textual causality into intervention design, CausalCFF offers a sys-
tematic way to tailor strategies to users’ immediate needs while also
accounting for longer-term behavior trends. For instance, identify-
ing that workplace stress is heightened during specific time periods
can lead to context-specific interventions, such as break reminders
or task re-prioritization. This approach aligns with the principles of
context-aware computing, emphasizing responsiveness to real-time
factors to maximize the effectiveness of intervention [4].

While it is possible to conduct causal analysis generalized across
all users, existing research demonstrates that causal relationships
often exhibit significant variability between individuals due to dif-
ferences in behavioral, psychological, and contextual factors [6].
This variability is consistent with our findings in Figure 5, which
highlight the limitations of one-size-fits-all approaches. Instead,
personalized interventions informed by individual-level causal anal-
ysis have shown greater potential to improve health outcomes [15].
By tailoring strategies to address specific causal pathways influenc-
ing behavior, personalized interventions can adapt dynamically to
the unique needs and contexts of individual users, offering a more
effective alternative to generalized approaches.

Building on the capabilities of CausalCFF, designing effective
interventions requires the following considerations. First, inter-
ventions should be closely aligned with the specific causal rela-
tionships identified, ensuring relevance to the user’s immediate
context. Second, they need to adapt dynamically as user behaviors
and stressors evolve. Third, minimizing user burden is crucial; in-
terventions should provide concise, actionable recommendations
rather than overwhelming users with excessive options. Finally,
timing plays a key role; interventions delivered proactively (e.g.,
before entering high-stress contexts) are more likely to succeed.
By addressing these factors, CausalCFF-based interventions can
achieve greater impact and usability in real-world applications.
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4.3 Limitations & Future Work
The suggested pipeline in this work has room for improvement.
First, deterministic condition checking for CCM causal strength
estimation [26] should be conducted, which was assumed to be true
due to the large number of possible contextually filtered feature
candidates. This is particularly challenging when dealing with a
large number of pairs with potential causal relationships, which
can also happen when balancing confounders in matching-based
approaches. Previously, hypotheses on a causal scenario were made
first, requiring researchers to conduct condition checking for a lim-
ited number of cases. The contextually filtered features in Figure 4
are not quite interpretable for users. Further research is needed on
how to deliver these findings in a way that allows users to under-
stand and utilize them in health management such as in Personal
Informatics systems. Moreover, as mentioned in the previous sec-
tion, we may extend the range of contextually filtered features by
utilizing sequential rule mining when extracting features [14] to
take the temporal order of events into account.

5 Conclusion
This study presents a novel methodology for establishing causal
relationships between contextually filtered features extracted from
mobile sensor data and human well-being. The approach advances
the detection of high-level behavioral biomarkers associated with
well-being, offering researchers a framework to design context-
aware interventions that dynamically adapt to users’ shifting con-
texts and behavioral patterns. Applied specifically to stress analysis,
the method identifies contextual factors that significantly influence
user stress levels. A key finding reveals that increased frequency of
workplace visits—in contexts characterized by limited time spent
at home—emerges as the most salient cause for heightened stress.
This insight underscores the method’s capacity to uncover gran-
ular, context-dependent drivers of well-being, thereby informing
personalized intervention strategies.
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