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ABSTRACT Affective state recognition is a key component of any system equipped with emotional
awareness and intelligence. The ability of recognizing emotions allows the machine to better understand
the user requirements, and guide its decision and response, thus establishing a more connected relationship
with the human. It is usually assumed that emotion recognition is mainly determined by face features from
visual data, which impose the dilemma of invading the privacy of the user and capturing their identity, which
is unacceptable by many people, especially in public human-machine interaction (HMI) setups. On the other
hand, bodily reactions and background context can provide enough emotional clues visually and are less
susceptible to contextual influences compared to facial expression. Consequently, this paper investigate
the recognition of affective state from visual data captured during a naturalistic conversation with similar
perspective to HMI. The faces were masked to conceal the identity of the users. A deep learning recognition
model based on a combined Convolutional Neural Network and Long Short-Term Memory (CNN-LSTM)
architecture is employed to classify the user’s affective state into two levels of arousal and valence, as well
as their quadrant combinations. The experiments were conducted using two different labeling schemes
mimicking the self and conversation partner perspectives. The results shows that affective state recognition
from masked data using the proposed model can achieve comparable performances (up to 96.82%, 95.91%,
and 91.52% for arousal, valence, and quad classes recognition, respectively) in comparison to the use of raw
data with facial expressions. This paves the way for privacy aware emotion recognition systems that could
be widely accepted by the users.

INDEX TERMS Affective computing, arousal-valence, dimensional emotions, visual signals, privacy

preserving, CNN-LSTM.

I. INTRODUCTION

Affective state recognition plays a vital role in natural
human-machine interaction (HMI). The accurate recogni-
tion can provide in-depth user experiences, such as smart
home, education, health monitoring, and so on. Among
various approaches to recognize human emotions, facial
expressions are often adopted and analyzed through deep
learning algorithms [15]-[17]. However, faces convey char-
acteristics of the person, such as age, gender, and identity,
which pose threats to user privacy. As recent advancements
in facial recognition technology provide ways to screen
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persons and even a form of identification, there is a growing
demand for de-identification of biometric data to protect user
privacy [18].

Another source of affective information that does not con-
vey user identity can be upper body movements of individuals
and the background context. As a means of human commu-
nication, body posture, gestures, hand, and head movement
also convey a significant amount of information [19], [20].
For instance, people tend to stay put their arms on the table for
neutral emotion, but extend or move arms closer to their faces
when they feel happy, sad, or fear etc. Some body movements
are subjective as expression of emotion varies with people and
cultural bias can interfere [21]; however, there is general con-
sensus on intentions under body languages. In addition, for
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TABLE 1. Summary of related works.

‘Work Classifier | Privacy preserving Dataset Results Advantages Limitations
Pentyala et | CNN Secure multi-party compu- | RAVDESS 56.8% for | End-to-end privacy- | Single frame based and no
al., 2021 [1] tation protocols [2] 7 classes preserving classification | visual masking
pipeline
Narula et | CNN Adversarial learning ap- | JAFFE [4], | 57.52- Preserving emotion- | Image-based, unnaturalistic
al., 2020 [3] proach, which suppresses | YALE [5], | 92.62% specific information while | emotion identification
identity-specific informa- | IEMOCAP reducing privacy-sensitive
tion [6] information
Petrova et | CNN Group-level based emo- | VGAF [8] 59.13% for | No individual-based feature | Image-based, visual iden-
al., 2020 [7] tion recognition 3 classes as input tity of individuals are not
masked
Hossain et | CNN, Secret sharing scheme RML [10], | 82.3- Image and speach signals | The facial and speech data
al., 2019 [9] SVM eNTER- 87.6% are used, ensuring user’s pri- | used include user identity
FACE [11] vacy when sharing data
Jiang et al., | K-NN Face scrambling JAFFE [4], | 40.71- Allows privacy-protected fa- | Image-based with
2017 [12] MUG [13], | 95.24% cial expression recognition handcrafted features,
CK+ [14] unnaturalistic setup

some cases, body posture overrides that of facial expression
in terms of emotion recognition as it better conveys contextual
situations [22], [23]. Further, visual or background context,
which is the background and surrounding influences from
many modalities, such as scene gist information, faces of sur-
rounding people, and perceiver personality traits, is essential
information in the emotional experience. Aside from a per-
son’s facial expressions and body information, surrounding
context contributes directly to the perception of emotion, and
thus contains cues to infer affective information over time,
especially when temporal information is captured [24], [25].

There are two major perspectives on emotion recogni-
tion; 1) discrete emotion that relies on emotive language
by the Ekman model [26], and 2) dimensional emotion that
differentiate in terms of arousal, valence, and dominance.
However, discrete emotions often face difficulties in cate-
gorizing with different languages, for instance, it is hard to
find specific matches in other languages [27]. In the case of
dimensional approach, different emotions can be represented
through spanning arousal, valence, and dominance space.
Arousal indicates whether activated or not and the degree of
emotion; valence determines the positive or negative feelings;
and dominance specifies the control or not [28]. Further, the
representation of emotion does not require specific catego-
rization which may account for different emotions from indi-
viduals [29]. Lastly, arousal and valence are mainly adopted
for continuous annotation and labeling of the emotion as these
two dimensions explains most of the variability.

In this paper, we propose a framework for affective state
classification in the arousal and valence space, using body
gestures and background context captured from video record-
ings with completely blurred faces. This study is based on
visual recordings during a naturalistic controversial debate
between pairs, where each partner’s emotions were annotated
frequently from different perspectives. A neural network clas-
sification model based on a combined Convolutional Neu-
ral Network and Long Short-Term Memory (CNN-LSTM)
architecture is adapted for accurate and real time classifica-
tion of the emotions into two levels of arousal and valence,
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in addition to their quadrant combinations. Further, the raw
video data without face masking were processed to compare
the robustness of emotion recognition with body movements
and the annotation from self and partner’s were compared.
We argue that masking the identity defining aspect, which
is the face in this case, does not degrade the affective state
recognition performance as can be expected, since upper
body gestures and background context captured via videos
can be a great source of emotional cues.

A. RELATED WORK

Pentyala et al. [1] proposed an implementation of single
frame method for privacy preserving CNN based emotion
classification in videos. It allowed a party to infer a label
from a video without requiring the owner to disclose his/her
video unencrypted, as well as not requiring the reveal of the
classifier parameters to user. This is done through applying
private image classification protocols for single frame selec-
tion and label aggregation. In this method, the identity of the
user is still visually revealed through the recorded video, mak-
ing it unsuitable for public HMI applications. Additionally,
being a single frame-based method, eliminates the temporal
factor of the data, which can contain a great amount of
cues for emotions. Narula et al. [3] presented a framework
that recognizes emotions through user anonymization. In this
approach, emotion-specific information was preserved, while
user-dependent convolutional kernel of CNN was elimi-
nated, thus reducing user re-identification. This work is
image-based and was tested on datasets with unnaturally dis-
tinctive emotional facial expressions. Petrova et al. [7] pro-
posed a group emotion detection non-individual approach
that is privacy-safe. This method was based on frugal model-
ing, where only global image cues were processed, in addition
to mixing available datasets with a synthetic one. This work
is also based on still images, ignoring the temporal aspect,
and the input images include individuals’ identity visual
data, although processed within groups. Hossain and Muham-
mad [9] proposed emotion recognition system based on edge-
cloud, where Internet of Things (IoT) devices capture visual
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FIGURE 1. Data collection setup of K-EmoCon dataset [30] with capturing
cameras mounted in 2nd-person point of view.

FIGURE 2. Example raw frame and its masked version from K-EmoCon
dataset [30] of a participant who consented for disclosure of data.

and speech signals from a user and use secret sharing scheme
for distribution to different edge clouds, to ensure privacy.
A CNN model was used to extract features from image and
speech signals, and an SVM was used for classification.
This work ensures private data sharing, while the identity
of the user is not covered in neither image (masking) nor
speech (distortion) signals. Jiang et al. [12] introduced many
graph embedding technique to identify discriminative pat-
terns from the subspaces of chaotic patterns, in order to rec-
ognize emotions in images with scrambled facial expression,
using nearest neighbor classifier (K-NN). In terms of pre-
serving privacy, this approach used facial scrambling which
covers user’s identity. Nonetheless, this work is image-based
that used handcrafted featured, tested on still unnaturalistic
identifiable facial expressions.

Il. METHODOLOGY

A. DATASET

This framework is aimed towards the recognition of humans
affective state from their visual appearance, during their com-
munication and interaction with other humans or machines
as in HMI applications. Thus, K-EmoCon [30] dataset
is adopted in this work, which is a publicly available
multi-modal resource of affective information. It consists
of videos, which are used in this work, as well as audio
recordings and various physiological signals captured with
multiple wearable sensors. The data were collected and anno-
tated during a naturalistic conversation in form of turn-taking
10-minute debates on a controversial social issue in environ-
ments with controlled temperature and illumination. Facial
expressions and movements in the upper body were captured
from the 2nd-person point of view, which is also the natural
perspective of a machine in HMI, using two smartphones
mounted on tripods in the middle of the table facing each
participant, as shown in Fig. 1. 21 participants {P2, P3,
P4, P5, P7, P8, P9, P10, P13, P15, P19, P20, P21, P22,
P23, P24, P25, P26, P29, P30, P31} out of 32 provided
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FIGURE 3. lllustration of self and partner annotations during a
conversation between two participants.

consent (65% of participants) for the disclosure of data with
personally identifiable information, which are the videos used
in this work. This, for example, confirms people’s concern or
acceptance of allowing capturing their identity even in data
collection setups. Thus, a total of 223.35 minutes of footage
are available, with resolution of 1920 x 1080 and frame rate
of 30 fps.

B. FACE MASKING

Privacy is a critical concern in visual based recognition sys-
tems, as most people refrain from interacting with machines
that collect their personally identifiable information. Thus,
we investigate the visual recognition of human affective state
mainly from their body gestures without disclosing the most
identifiable feature, which is the face. This is done by mask-
ing the face expressions and appearance before collecting and
processing the visual data for a personalized HMI experience.
In this study, all the publicly available 21 videos in the
K-EmoCon [30] dataset were masked priory. In such a setup,
the masking can be done either by simply specifying a certain
region in the frame where the face of the participant is located
and dilate then mask it by applying a high intensity blurring
filter to the specified region, which works here since the
capturing camera and the pose of the participants are fixed,
thus no extra processing is needed on the videos. The other
way is to use a face detector to obtain the face region, and
then applying a blurring filter on dilated region to mask the
face in the current frame. To avoid revealing the participant’s
face in frames where the detector misses, the last successfully
detected face region will be maintained masked. Fig. 2 shows
example raw frame as well as its masked version using a
heavy blurring filter, which are used in this framework.

C. AFFECTIVE STATE ANNOTATION

Emotions of the participants were annotated during the
debate period every 5 seconds from different perspectives.
Here, self (the participants rating themselves) and partner
(the debate partners rating each other) annotations are
adopted, as well as combined annotation combining both
ratings. Fig. 3 illustrates the annotation scheme [31]. The
emotions were annotated based on arousal and valence affec-
tive dimensional emotional model as in Russell’s circum-
plex model of affect [32], and they were measured with
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FIGURE 4. Example of foreground pixels from masked recording frames
of P5 while expressing different affective states on the arousal-valence
space.

a Likert scale from 1 to 5. Accordingly, the emotions are
classified by the model based on the level of arousal and
valence into high (H) and low (L). Therefore, the self and
partner annotations in Likert scale ratings are converted into
H and L according to a mid-value of 2.5 (L: 1-2, H: 3-5).
Moreover, the emotions are categorized into one of quad
classes combining the arousal and valence levels, which are
and high arousal high valence (HAHV), high arousal low
valence (HALV), low arousal high valence (LAHV), low
arousal low valence (LALV). For the combined annotations,
the self and partner ratings are accumulated and re-scaled into
1 to 9, then converted into H and L based on a mid-value of
4.5 (L: 1-4, H: 5-9). Fig. 4 displays detected foreground from
instances of participant’s P5 recording, laid on each quad of
the arousal-valence space according to the partner’s ratings.

D. RECOGNITION MODEL

The recognition of the affective state from visual data in
this framework is performed using a combined CNN-LSTM
architecture. A block diagram that illustrates the proposed
recognition model is shown in Fig. 5. First, the input video
is divided into batches of size £ frames. In case of 5s clas-
sification, which is the annotation interval in the K-Emocon
dataset, £ will be 150 frames (5s x 30 fps). The input batches
are cropped according to the region where the human is
located, and resized to match the input size of the CNN
network. A sequence input layer is used to take the image
sequence (video batch).

Sequence features extraction layers convert the input video
batch into sequences of feature vectors based on a pre-
trained CNN. First, a sequence folding layer is used to get an
array of images out of the video patch, allowing the convolu-
tional operations to be applied on each frame independently.
The pre-trained convolutional layers of a CNN network are
used for feature extraction by getting the activations of each
frame. In this study, the convolutional layers of GoogleNet
network are used. The output video features sequence is
connected to sequence unfolding layer, which reestablishes
the input sequence structure, and flatten layer, which converts
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the pooled feature maps into 1D victors. Subsequently, the
output will be 1024 feature vectors (corresponding to last
pooling layer of the CNN) of size £.

For time dependent sequence feature classification of the
input video batch, LSTM layers are utilized. The LSTM
network scheme used in this model consists of three bidi-
rectional layers, each followed by a dropout layer. The first
Bi-LSTM layer has 1000 hidden units while the second
and third have 500 hidden units. The first two Bi-LSTM
layers return sequence, and are followed by dropout layers
with 0.8 probability. The last Bi-LSTM layer returns state
(last time stamp) and is followed by a dropout layer with
0.2 probability. Finally, a fully connected layer followed by
a softmax layer are used for classification result. This model
was trained for three independent tasks, arousal classification,
valence classification, and quad arousal-valance classifica-
tion. Thus, the output will have either two states, correspond-
ing to the two levels of arousal and valence, or four states
when used for quad recognition, where the output classes are
as was described in Section II-C.

E. IMPLEMENTATION

The training and testing of the presented framework was per-
formed in Matlab 2021a. In the training phase, the following
settings were used. GoogLeNeT convolutional layers were
loaded and the parameter were fixed without performing fine-
tuning. The training options had the initial learning rate set
to 0.0005, the minimum batch size to 32, and the gradient
threshold was 2. The recognition network was trained for
each experiment with 35 epochs, while shuffling the data
every epoch. These hyper-parameters were selected after pre-
liminary experimentation and testing of the network.

Ill. RESULTS & DISCUSSION

To validate the proposed framework, experiments were con-
ducted in a 4-fold cross-validation setup, where the same
validation recipe was followed in all tasks to ensure a fare
comparison. The proposed recognition model was trained and
tested using raw videos as well as masked videos as inputs for
personally identifiable information preservation to compare
the performance of model when used in privacy aware sys-
tems. The same implementation setup and hyper-parameters
were used in all tasks. Additionally, two annotation per-
spectives were considered in training and validation, which
are self and partner, to investigate whether there is a direct
reflection of the perspective of the emotion annotation on the
results in visual data based emotion recognition.

Table 2 shows the accuracy of the proposed affective state
recognition framework using different testing setups. The
recognition model was trained and tested for arousal, valence,
and quad states recognition using self as well as partner
annotations, for both raw and masked videos. Furthermore,
the training and testing were performed with various sizes of
input video batches (different £ values) to study the effect of
using longer video batches from the same dataset, where the
annotations were performed each 5s. Thus, for periods more
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FIGURE 5. lllustration of the proposed visual based affective state recognition model.

TABLE 2. Emotion recognition accuracy (%) results of the proposed model using raw and masked input videos, with different annotation perspectives,

and input window lengths (number of frames ¢ in each batch).

Self Annotation Partner Annotation
Arousal  Valence Quad | Arousal Valence Quad
S@_150 Fw 8379 903 8182 | 9394 0424 8924
Masked 9045 8924 8227 | 9515 9348  89.09
st 150 R 8924 9045 8379 | 95 9621 9136
Masked 9167  90.61 8333 | 9621 9576  90.76
5750 KW 8900 9273 8576 | 9515 0712 9242
Masked 9136 91.67 8439 | 9621 9591  91.52
Raw 93.02 0197 8545 | 9561 9773 93.64
3B =1050)  \piked 92,58 90 8318 | 9682 9561 9045
. Raw 9061 9273 8561 | 9348 9758 9364
BsU=1350)  \riked 9106 9091 8212 | 953 9394 906l

than 5s, the rating values were accumulated and re-scaled to
identify the affective state category (arousal-valence level)
accordingly. Additionally, to maintain similar number of sam-
ples in all tests, overlapping in video batches was present in
longer windows, where an increment of 5s remained between
the starting points of video batches. This was investigated as,
in K-EmoCon dataset, we calculated the average period of
time that an affetive state level remains unchanged for all
participants, and it was found to be 135s (190s for H and
80s for L) in arousal, and 110s (180s for H and 40s for L)
in valence.

First, looking at the emotion recognition results with
5s window length, it can be observed that when using the
partner annotation, the accuracy is much higher in com-
parison to the self annotation in all tasks. For both raw
and masked input videos, the arousal accuracy is increased
by around 5%, the valence by 4%, and the Quad classes
by 7%. The same observation can be made for longer input
window lengths. This can be inferred by the fact that from
partner perspective, the affective state rating is performed
mainly based on the visual expressions and body language,
which is the perspective and type of information used in
the proposed framework, thus making the partner annotation
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the more appropriate ground-truth. On the other hand, look-
ing at the results using different input batch sizes, it can
be noticed that at longer windows the accuracy increases,
then decreases in some cases at 45s like arousal with part-
ner annotations. The highest accuracy of arousal recogni-
tion tests were obtained with 35s as well as for valence
and quad recognition from raw data with partner annotation.
Using 25s input window, the best results of valence and
quad recognition with self annotations were obtained, and
for valence and quad recognition from masked data with
partner annotation. Thus, it can be deduced from these results
that in such scenarios as the debate conversation of the used
dataset, 25s to 35s is the most reasonable time window at
which changes in the affective state of the participants can be
captured, while 5s window is too short for frequent change
in the participants emotional state, and fluctuation in the
annotations can be a result of human error. On the contrary,
in a period of more that 45s, some changes in the participants
state can be missed or flattened, in case more than one actual
change in the emotion occurred within this longer period.
The illustrated results in Table 2 prove that the proposed
affective stated recognition framework can be employed
in privacy aware system with data masking the personally
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FIGURE 6. ROC curves of affective state recognition results for different annotations, and AUC measured with 95% confidence interval.
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FIGURE 7. Recognition accuracy for each participant and overall F1 score with self annotation.

identifiable information of users. When used with masked
input data, the obtained results are very close and competitive
to the case of raw input data with visible facial expressions.
Using masked data at the base annotation period, the arousal
recognition accuracy is around 1.5% higher, valance is 1%
lower for both annotations, and Quad is almost the same.
The slight improvement in arousal recognition can be due
to the fact that the arousal state is more expressed by the
body language in comparison to the facial expressions. The
results indicate that the emission of the facial expression
information allowed more clear distinction of the arousal state
for some participants, as will be seen later in participant wise
accuracies. This demonstrates that with the absence of facial
expressions, the temporal element of the model that captures
the changes in body posture, can be more reliable in inferring
the arousal state. For valence, the effect was vise versa, but
still very minimal, which shows that in applications mim-
icking the perspective of the data capturing, and in natural
conversation sittings, the proposed framework can perform
well, while preserving the personally identifiable information
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of the interacting human. The best results obtained with
masked data for arousal, valence, and quad states recognition
are 96.82%, 95.91%, and 91.52% respectively, in comparison
10 95.61%, 97.73%, and 93.64% with raw data.

Fig. 6 displays ROC curves of the proposed affective
state recognition framework when using raw data against
masked data with self and partner annotations. More-
over, the AUC values are calculated with 95% confidence
intervals highlighted. Interestingly, the highest AUC val-
ues obtained for all arousal, valence, and quad recognition
were using masked (blurred) data with partner annotations
(0.9126, 0.9161, and 0.8707 respectively). This demonstrates
the capability of the proposed framework to recognize the
affective state from visual data, while preserving the person-
ally identifiable information. Additionally, as it was observed
previously, partner annotation with visual data leads to a
higher performance, especially here in the arousal recognition
case.

The recognition model performance on each participant’s
raw and masked data is shown in Fig. 7 and Fig. 8 for self
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and partner annotations. Additionally, the overall arousal,
valence, and quad classification F1 score is estimated for
each scenario. The improvement of the results from using
the partner perspective can clearly be noticed from the
results of participants such as P4, P10 and P30, as well
as the higher F1 scores. Considering Fig. 8, the same
aforementioned conclusion can be drawn, where F1 score
with masked data is slightly higher for arousal recognition
(0.975 against 0.962), and slightly lower for valence recog-
nition (0.966 against 0.970). This pattern can be clearly seen
in the arousal results of P4, P15, P22 and P26, as well as
the valence results of P3, P5, P13 and P24. However, this
is not necessarily the case for other participants. Overall, the
obtained results show that the system is capable of accurate
recognition whether the facial expressions are masked or not.

Finally, to investigate the body movements that allowed the
private recognition of the affective state during the record-
ing sessions, the motion of each participant was measured
through foreground detecting using adaptive Gaussian mix-
ture models [33]. The foreground mask was extracted for
each frame in the input video patches. Then movement was
quantified by the number of pixels in the foreground masks.
Fig. 9 displays the quantification of motion using the mean
number of foreground pixels during each participant’s record-
ing session, in form of a box plot of the distribution across all
participants, and a heat map showing each participants mean
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foreground pixels count against others. Using the information
obtained from the box plot and heat map, the participants
can be categorized according to their average movement
using thresholds around the upper and lower ends of the box
(2700 and 1800 pixels respectively). Thus, they are divided
into ones who exhibited low movement (P3, P8, P21, P22,
P23, P24), medium movement (P2, P5, P7, P9, P10, P15,
P19, P25, P31), and high movement (P4, P13, P20, P26,
P29, P30). According to the results in the masked data
plot of Fig. 8, the average arousal and valence recognition
accuracies for low movement participants are 96.2% and
92.7%, while for medium movement participants they are
95% and 93%, and for high movement participants they are
94.2% and 95.3%, accordingly. It is observed that the average
arousal recognition accuracy decreases across participants
with higher amount of movement, while the average valence
accuracy increases.

IV. CONCLUSION

In this work, privacy aware affective state recognition from
visual data was investigated. Visual cues of body move-
ments and background context were captured from videos
with masked people that preserve personally identifiable
information, and a comparative study was performed against
the use of raw videos with facial expressions. A combined
CNN-LSTM network was proposed for a robust visual based

VOLUME 10, 2022



M. Sami Zitouni et al.: Privacy Aware Affective State Recognition From Visual Data

IEEE Access

affective state recognition according to the arousal-valence
space. The framework was verified on data collected during
a naturalistic conversation, and the comparative analysis was
performed using two different annotation perspectives. The
results showed that the performance of the the model when
trained using partner annotations with visual data, was higher
than when used with self annotations, as the conversation
partner depends mainly on the visual clues to annotate, which
is not the case when people annotate themselves. Further,
the affective state recognition using masked data achieved
competitive and in some cases superior results, especially in
arousal recognition, in comparison to the use of raw footage
with facial expressions for the same tasks. This is due to
the fact that adequate emotional cues are embodied in body
gestures and background context. Thus, this work shows the
potential of a visual based emotion recognition system that is
more considerate towards users’ privacy concerns, and can be
widely acceptable in HMI and other applications.
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